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Topological codes introduced by Kitaev [9] are among
the most promising family of quantum error correcting
codes that could lead to realistic quantum computer ar-
chitectures. Many features of these codes explain why
they can operate reliably in the presence of a consid-
erable amount of noise, with a threshold of nearly 1%
[10]. First, it is possible to implement many gates on the
qubits encoded in these codes in a purely topological or
transversal fashion. Both of these methods are impor-
tant because they directly result in fault-tolerant gates.
Second, the syndrome extraction involves measurements
of only four neighboring qubits on a two-dimensional lat-
tice. This is to be contrasted with, e.g., concatenated
codes where the number of qubits involved in each syn-
drome measurement grows linearly with the size of the
code, thus increasing the complexity of the error correc-
tion procedure and lowering the threshold.

The most general method to protect quantum infor-
mation is not of a subspace code, but a subsystem code.
Recently one of us introduced the family of topological
subsystem color codes (TSCC) [2], which pushes the fea-
tures of topological codes to their extreme. Indeed, the
syndrome extraction for these codes requires only two-
qubit measurements, as simple as it can possibly get.
Additionally, the entire Clifford group can be performed
in a topological fashion on the qubits encoded in these
codes. For these reasons, TSCC may well be the simplest
and most efficient means of achieving fault tolerance.

To be of any practical use, any error-correcting code
must have an efficient decoder—an algorithm that finds
the most likely recovery given the measured error syn-
drome. Recently, two of us have conceived a decoding
algorithm for Kitaev’s toric code (KTC) that is expo-
nentially faster than previously known decoding algo-
rithms (run time log ¢ rather than ¢ where ¢ is the lin-
ear size of the torus) [7]. Note that the decoding run-
time is a crucial factor for fault tolerance; proofs of the
threshold theorem usually assume instantaneous classi-
cal side-computation to assist the error-correction proce-
dure. Our algorithm is also very flexible, it enables var-
ious tradeoffs between complexity and error-correction
performances. In particular, we were able to demon-
strate that it can achieve a higher error-correction error
threshold than what was achievable by previously known
decoding algorithms [6, 8].

Here, we demonstrate how this fast decoding algo-
rithm, as well as other decoding algorithms, can be ap-

plied to a wider class of topological error correcting codes.
We do this by demonstrating a local equivalence between
various codes. More precisely, we consider the family of
topological color codes (TCC) [4] and their subsystem
cousins TSCC [2, 3] and show that they can be locally
mapped to a number of copies of KTC. That is, local in
the sense that an operator with support on qubits con-
tained within a region of finite radius r is mapped to an
operator with support within a region of radius ¢ + r,
where c¢ is some constant.

As a consequence of this local equivalence, we can, for
the purpose of decoding, treat a topological code as a
certain number of copies of KTC, and use any decoding
algorithm suitable for KTC to complete the decoding on
each of these copies. Crucially, the noise model induced
on KTC remains essentially local: an error model that
is independent on each qubit will be mapped to an er-
ror model with some short range correlations on a length
scale ¢, but no long range correlation. Because the ex-
istence of an error threshold is essentially a large scale
property of a system, this decoding strategy should also
produce a finite error threshold, albeit with a different
critical error probability that depends on the value of ¢
and other microscopic details of the mapping.

The importance of this decoding strategy for the TSCC
can be stressed by the fact that, to our knowledge, it
provides the first example of a family of subsystem codes
with an efficient decoding algorithm. The general con-
struction of Bacon and Casaccino [1] for instance can
produce subsystem codes with sparse gauge operators,
a close analogue of classical LDPC codes, but unfortu-
nately have no known decoding algorithm. Another mo-
tivation comes from Bravyi’s recent proof that geomet-
rically local subsystem codes are much more powerful
than geometrically local subspaces codes in that they can
achieve better tradeoffs between minimal distances and
encoding rates [5].

Our fast decoding algorithm makes use of methods of
statistical physics and classical coding theory, namely
renormalization group methods and belief propagation
[11]. Details of this decoding algorithm can be found in
[7]. Here, we will focus on the local mapping between
topological codes. To understand the intuition behind
these mapping, it is useful to think of a subspace error
correcting code as a local Hamiltonian
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Figure 1. (left) Regular 4-8 tiling for TCC. The diamonds
can be labeled A or B according to a chessboard pattern,
depending on the color green or blue of the octagon located on
its upper left. (right) Expanded 4-8 tiling for TSCC. Starting
with the 4-8 lattice, each vertex is expanded into a triangle.

where the S, are stabilizers generators defining the code
space C = {|¢) : Sa|p) = |¢), Va}. In this language, the
code space is the degenerate ground space of the Hamil-
tonian, and errors can cause excitations in the system—a
local energy increase above the ground energy. The ex-
citations are anyons that carry a charge, that can be
defined by a notion of local equivalence. Consider a fi-
nite region of the system that contains some errors, in
such a way that not all stabilizer generators supported
on that region take value +1. Two such excitation pat-
terns carry the same topological charge if it is possible to
change one’s error syndrome into the other’s syndrome
by a unitary transformation acting only on that region.
In other words, errors E and E’ have the same charge on
region R if there exists a unitary transformation U act-
ing trivially outside R such that [S,, E] = [S., UE'UT]
for all S, supported on region R.

With this definition, we can say that KTC has four
topological charges, the vacuum (0) corresponding to no
excitations, an electric charge (e) corresponding to a pla-
quette excitation, a magnetic charge (m) corresponding
to a star excitation, and a composite excitation (f) con-
taining both. Any error on a finite region can be mapped
to one of these three possibilities. Excitations with dif-
ferent charges are also characterized by different braiding
statistics, that describe the effect of exchanging two ex-
citations of the same charge. For KTC, both the electric
and magnetic particles are bosons because they have triv-
ial braiding statistics, while the composite particle is a
fermion because it acquires a —1 sign upon particle ex-
change. Excitations with different charges can also have
non-trivial mutual braiding statistics, that describes the
effect of wrapping one excitation around the other. In
KTC, all mutual statistics are semionic. Finally, two
charges can merge to form a new charge, and these are
dictated by the fusion rules m x e — f and o x 0 — 0 for
o = m,e, f. The notion of topological charge is impor-
tant because local mappings preserve the charge content
of a model.

The first example we consider is the TCC defined on a
4-8 regular tiling of Fig. 1. Qubits are located at the ver-
tices of this tiling, and there are two stabilizer operators
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Figure 2. Mapping between the Pauli operators of the 4-8
TCC an two copies of Kitaev’s code KTC1 and KTC2. The
black dots indicate the location of a Pauli ¢ operator on
the TCC. Each of these operators gets mapped to a Pauli
operator that can have support on the two copies of KTC. The
qubits on the KTC are located on the edges of the lattice. As
indicated by the legend, a blue (green) line indicates a o® (c®)
operator on the corresponding qubit. The mapping depends
on the location on the chessboard coloring, so there is one
mapping defined for A diamonds and one for B diamonds.
not shown here is a similar mapping for the o* operators of
the TCC.

associated to every plaquette p
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where Op is the set of vertices of the plaquette p and
o”,0% are the usual Pauli matrices. The excitations in
this model can carry 16 different topological charges, 10
bosons and 6 fermions. These, as well as all the mu-
tual statistics, correspond exactly to the charges obtained
from two copies of KTC. A detailed consideration of the
statistics and mutual statistics of the two models leads
to a mapping shown at Fig. 2. It was obtained by iden-
tifying elementary excitations with the same topological
charges and mutual statistics in the two codes. It can
easily be verified that this mapping also transforms the
local stabilizer generators of one code into local stabilizer
generators of the other codes. Thus, the syndrome infor-
mation is readily available for decoding the KTCs after
the stabilizers of the TCC have been measured. Figure
3 shows the performances of the resulting decoding algo-
rithm on a bit-flip channel.

The second example we consider is the TSCC of the
4-8 expanded lattice of Fig. 1. Qubits are located on
the vertices of the lattice, and there is one gauge group
generator associated to each edge e

Ge=Q) 0 (3)

with ¢ = ¢0%,0Y, or ¢ for a red, green, or blue edge
respectively, and de denotes the set of vertices adjacent
to the edge. The stabilizers are the center of the gauge
group, and they also admit a local set of generators (of
weight 24). This code has four topological charges that
are all fermions (f1, f2, f3) except the vacuum and all
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Figure 3. Decoding error probability as a function of the bit-
flip probability for the 4-8 TCC decoded using a local mapping
to two KTC decoded and the algorithm of [7]. The different
curves illustrate lattices of different size: below a threshold
probability of roughly 8.7%, the decoding error probability
decreases with the lattice size, leading to a perfect recovery
in the thermodynamic limit. The optimal threshold for this
code is around 11%.
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Figure 4. Same as Fig. 3 for the 4-8 topological subsystem
color code. The threshold we obtain is about 2%.

have fermionic mutual statistics. The fusion rules are f x
f—0and f;x f; — fi when i, j, k are all different. These
can be obtained from a subset of the topological charges
of two copies of KT'C. One can identify for instance f; <
(£,0), fa <> (e, f), and f3 <> (m, f). With this mapping
in hand, we were able to decode the TSCC by reducing
the problem to that of decoding two copies of KTC. Our
simulation results are shown at Fig. 4, with a threshold
of roughly 2%.

Conclusion—We have demonstrated that distinct topo-
logical codes can be mapped onto each other by local

transformations. This enables to use any decoding algo-
rithm suitable for one of these codes to decode any other
code that is locally equivalent. We have illustrated this
idea with the topological color code and the topological
subsystem color code, that had no previously known ef-
ficient decoding algorithm. These local mappings could
have additional use for fault-tolerant quantum computa-
tion. In particular, one could in principle take advantage
of the features (transversal gates, topological gates, etc.)
of all the codes that are locally equivalent by switching
between them during the computation in a fault tolerant
fashion.
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