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## Correctable region

A region $M \subset \Lambda$ is correctable if there exists a recovery operation $\mathcal{R}$ such that $\mathcal{R}\left(\operatorname{Tr}_{M} \rho\right)=\rho$ for all code states $\rho$.

```
Minimum distance
The minimum distance d is the size of the smallest non-correctable
region.
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