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## An $[n, k, d]$ binary linear codes

- An $(n-k) \times n$ parity check matrix $H$ with binary entries.
- Codewords are the $n$-bit strings $x$ which live in the kernel of $H$ :

$$
\mathcal{C}=\left\{x \in\{0,1\}^{n}: H x=0\right\}
$$

(arithmetic is binary throughout).

- Assuming that the rows of $H$ are linearly independent, there are $2^{k}$ strings in $\mathcal{C}$.
- The shortest non-zero string in $\mathcal{C}$ has weight $d$, and this defines the minimum distance of the code.
- A bit flip error on codeword $x$ produces $y=x+e$.
- The syndrome of $y$ is $s \equiv H y=H(x+e)=H e$.
- The syndrome $s=$ He gives us partial information about $e$ and decoding consists in inferring e from this partial information.
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- The syndrome bits are subjected to a bit-flip noise with rate $q$. - We will consider the 'symmetric' case $p=q$ for simplicity.
- This is ofter referred to as the 'phenomenological noise model'
- A more detailed noise model would consider how the syndrome bits are measured and how errors in that measuring circuit propagate.
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I need to sober up to think about that one!
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