The Wobble-Fringe Correlation in extract_wobble.pro

These notes are in three parts. Part 1 was presented at the SUSI meeting on 18 Dec 2006 and now provides some background. Part 2 explains how to find the time offset between the clocks on gaheris and gareth. APJ, 22 Jan 2007. Part 3 is an update explaining the fix for double-peaked correlations, added on 070207.
Part 1
The newv2 values calculated by the pipeline are corrected for the effects of seeing through the multi-parameter seeing correction. This requires information from the tip-tilt system and the tip-tilt data needs to be synchrionised to the fringe data. According to MJI the “synchronisation [between the fringecon and wobble2 data streams] has to be good to about 20ms (0.020sec) for full functionality (the beam misalignment correction)”. 
Fringecon resides on gareth. The fringecon data stream timestamp originates directly from the GPS clock.

Wobble2 resides on gaheris. The wobble2 data stream timestamps originates from the clock on gaheris. Until recently we believed gaheris got its time from susi_ntp.
If the clock on gaheris and the GPS are out of sync then, obviously, the timestamps within the fringe (.fr) and wobble (.wob or .wob2) files will also be out of sync.

The default pipeline, in extract_wobble, simply matches timestamps from the wobble2 and fringecon data streams regardless of any real time offset. In fact, if the time offset is too great the pipeline stops.
Extract_wobble can be forced to determine an accurate time offset between the wobble2 and fringecon data streams by correlating the wobble2 image flux variations with the fringe scintillation. This is achieved by including the stots=stots keyword in the call to extract_wobble within the check_v2 script.

Typically correlations are ~0.45-0.65 and time offsets are -0.008 to 0.008 seconds and the values are reasonably consistent within a night’s data. When variable correlations and time offsets or correlations below ~0.2 do occur this suggests the data streams are not synchronised. Some manual checking is then required to determine the likely time offset between the GPS and the clock on gaheris (see ‘Determining the approximate time offset’ below).
Forcing the correlation calculation does lead to small changes in the V2 and newv2 values output by the pipeline (in the second or third decimal place). In most cases these are negligible or much smaller than the individual errors. A little subjectively, it does seem to reduce the scatter slightly. Sometimes, however, changes of almost       1-sigma do result and this can flow through to the calibrated V2.
MJI has a comment, in the check_v2 script, to the effect that it is likely that good data, taken in good seeing, will be marginally affected, but poor data, taken in poor seeing, will be improved.
Figs. 1-4 and Tables 1 & 2 below show pipeline output for ℓ Car on 050203 and illustrate typical(?) effects of the correlation calculation and time offsets.
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Fig. 1 newv2 vs UT for ℓ Car on 050203, without wobble-fringe correlation
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Fig. 2 calv2 vs bline for ℓ Car on 050203 without wobble-fringe correlation

[image: image3.wmf]
Fig. 3 newv2 vs UT for ℓ Car on 050203, with wobble-fringe correlation

[image: image4.wmf]
Fig. 4 calv2 vs bline for ℓ Car on 050203 with wobble-fringe correlation

HR
MJD        
ZD
HA
Bline
Mag
APD 1
APD 2
V^2
Error
Cal V^2
Error
t_0
Avar
Sc. loss
New V^2
Error
New Cal V^2
Error

2550
53404.528
0.566
 0.75
 33.949
 1.69
  33272
  29434
0.1232
0.0045
0.8899
0.0430
 2.2
0.000
   0.982
0.1988
0.0080
0.8899
0.0481

3685
53404.551
0.707
22.89
 30.665
 0.33
 116989
 104043
0.1409
0.0038
0.7634
0.0262
 2.1
0.001
   0.993
0.2334
0.0071
0.7634
0.0293

3884
53404.559
0.612
22.56
 33.433
 1.50
  39941
  35576
0.0429
0.0039
0.2423
0.0228
 2.0
*****
   0.980
0.0686
0.0072
0.2482
0.0268

3699
53404.564
0.528
23.14
 34.855
 0.71
  82570
  72994
0.1215
0.0032
0.7169
0.0235
 2.6
0.000
   0.977
0.1771
0.0052
0.7169
0.0260

3884
53404.568
0.599
22.78
 33.551
 1.46
  41190
  36666
0.0450
0.0025
0.2806
0.0186
 2.2
*****
   0.976
0.0678
0.0048
0.2654
0.0215

4114
53404.573
0.593
22.18
 34.521
 2.17
  21570
  19186
0.1353
0.0072
0.8933
0.0640
 1.9
*****
   0.966
0.2358
0.0137
0.8933
0.0696

3884
53404.578
0.586
23.02
 33.658
 1.48
  40373
  35856
0.0288
0.0030
0.1934
0.0217
 2.2
*****
   0.975
0.0548
0.0075
0.2001
0.0286

3685
53404.582
0.690
23.65
 30.887
 0.33
 116826
 104150
0.1110
0.0041
0.7603
0.0352
 1.7
0.001
   0.986
0.2158
0.0089
0.7603
0.0395

3884
53404.587
0.577
23.22
 33.730
 1.48
  40673
  36136
0.0475
0.0021
0.2960
0.0158
 2.3
*****
   0.984
0.0707
0.0065
0.2493
0.0243

4114
53404.592
0.553
22.63
 34.810
 2.18
  21191
  18947
0.1558
0.0055
0.8916
0.0422
 2.5
*****
   0.946
0.2525
0.0099
0.8916
0.0470

3884
53404.596
0.570
23.44
 33.789
 1.50
  39937
  35626
0.0516
0.0022
0.2887
0.0144
 3.0
*****
   0.974
0.0763
0.0043
0.2757
0.0176

3699
53404.600
0.505
 0.01
 35.000
 0.69
  83642
  74589
0.1308
0.0036
0.7149
0.0242
 2.5
0.000
   0.970
0.1931
0.0058
0.7149
0.0266

3685
53404.606
0.688
 0.21
 30.902
 0.33
 117102
 104921
0.1615
0.0041
0.7601
0.0240
 2.7
0.000
   0.991
0.2503
0.0068
0.7601
0.0258

3884
53404.610
0.563
23.79
 33.843
 1.53
  38869
  34742
0.0404
0.0021
0.2071
0.0120
 3.1
0.000
   0.980
0.0620
0.0043
0.1962
0.0146

4114
53404.615
0.517
23.19
 35.050
 2.18
  21259
  18980
0.1580
0.0048
0.8902
0.0365
 2.9
*****
   0.976
0.2695
0.0093
0.8902
0.0413

3884
53404.619
0.562
 0.01
 33.852
 1.53
  38780
  34688
0.0415
0.0024
0.2287
0.0143
 2.3
*****
   0.975
0.0714
0.0057
0.2396
0.0201

3699
53404.624
0.516
 0.58
 34.933
 0.70
  83096
  74313
0.1326
0.0028
0.7158
0.0189
 2.9
0.000
   0.960
0.2101
0.0052
0.7158
0.0216

3884
53404.629
0.563
 0.23
 33.841
 1.52
  39145
  35082
0.0414
0.0018
0.2231
0.0109
 3.5
0.000
   0.975
0.0644
0.0041
0.2141
0.0146

4114
53404.634
0.500
23.65
 35.156
 2.22
  20472
  18362
0.1651
0.0046
0.8896
0.0329
 3.3
0.000
   0.960
0.2740
0.0092
0.8896
0.0400

3884
53404.639
0.568
 0.48
 33.807
 1.52
  39139
  34948
0.0464
0.0019
0.2278
0.0107
 3.3
0.000
   0.971
0.0761
0.0045
0.2330
0.0150

3685
53404.643
0.707
 1.11
 30.666
 0.33
 116749
 104587
0.1691
0.0039
0.7634
0.0221
 3.0
0.000
   0.988
0.2634
0.0064
0.7634
0.0232

3685
53404.650
0.714
 1.28
 30.585
 0.36
 114136
 102839
0.1586
0.0041
0.7645
0.0247
 2.9
0.000
   0.988
0.2494
0.0067
0.7645
0.0258

3884
53404.655
0.581
 0.87
 33.699
 1.55
  37907
  33796
0.0465
0.0019
0.2523
0.0119
 3.6
0.000
   0.950
0.0782
0.0041
0.2570
0.0153

4114
53404.660
0.498
 0.27
 35.165
 2.22
  20566
  18365
0.1435
0.0046
0.8895
0.0383
 3.1
0.000
   0.993
0.2516
0.0091
0.8895
0.0431

3884
53404.664
0.591
 1.09
 33.611
 1.53
  38786
  34541
0.0369
0.0023
0.2347
0.0158
 2.8
*****
   0.964
0.0683
0.0056
0.2523
0.0218

3699
53404.669
0.584
 1.66
 34.452
 0.75
  79247
  70519
0.1109
0.0025
0.7226
0.0204
 3.0
0.000
   0.971
0.1870
0.0049
0.7226
0.0234

3884
53404.673
0.603
 1.30
 33.511
 1.57
  37486
  33620
0.0389
0.0017
0.2354
0.0115
 2.9
*****
   0.970
0.0652
0.0040
0.2349
0.0156

4114
53404.677
0.511
 0.69
 35.086
 2.22
  20500
  18343
0.1578
0.0047
0.8900
0.0358
 3.5
0.000
   0.964
0.2637
0.0087
0.8900
0.0395

3884
53404.685
0.622
 1.58
 33.347
 1.58
  37101
  33240
0.0415
0.0026
0.2703
0.0184
 1.8
0.000
   0.980
0.0728
0.0057
0.2694
0.0226

3685
53404.689
0.761
 2.21
 29.942
 0.36
 113639
 101704
0.1003
0.0031
0.7732
0.0301
 1.9
0.001
   0.977
0.1891
0.0067
0.7732
0.0345

Table 1.
Pipeline output without correlation for data plotted in Figs. 1 & 2.

HR
MJD        
ZD
HA
Bline
Mag
APD 1
APD 2
V^2
Error
Cal V^2
Error
t_0
Avar
Sc. loss
New V^2
Error
New Cal V^2
Error

2550
53404.528
0.566
 0.75
 33.949
 1.70
  33261
  29428
0.1219
0.0048
0.8899
0.0465
 2.2
0.000
   0.982
0.1965
0.0085
0.8899
0.0514

3685
53404.551
0.707
22.89
 30.665
 0.33
 116989
 104043
0.1409
0.0038
0.7634
0.0262
 2.1
0.001
   0.993
0.2338
0.0071
0.7634
0.0293

3884
53404.559
0.612
22.56
 33.433
 1.50
  39941
  35576
0.0429
0.0039
0.2403
0.0226
 2.0
*****
   0.980
0.0688
0.0073
0.2462
0.0266

3699
53404.564
0.528
23.14
 34.856
 0.71
  82509
  72940
0.1236
0.0031
0.7169
0.0223
 2.6
0.000
   0.977
0.1808
0.0051
0.7169
0.0248

3884
53404.568
0.599
22.78
 33.551
 1.46
  41202
  36675
0.0450
0.0026
0.2856
0.0204
 2.2
*****
   0.976
0.0679
0.0049
0.2708
0.0232

4114
53404.573
0.593
22.18
 34.521
 2.17
  21529
  19146
0.1275
0.0082
0.8933
0.0769
 1.9
*****
   0.966
0.2228
0.0152
0.8933
0.0820

3884
53404.578
0.586
23.02
 33.658
 1.48
  40375
  35857
0.0336
0.0038
0.2328
0.0284
 2.1
*****
   0.975
0.0641
0.0087
0.2401
0.0347

3685
53404.582
0.690
23.65
 30.887
 0.33
 116826
 104150
0.1110
0.0041
0.7603
0.0352
 1.7
0.001
   0.986
0.2161
0.0089
0.7603
0.0395

3884
53404.587
0.577
23.22
 33.730
 1.48
  40673
  36136
0.0475
0.0021
0.2960
0.0158
 2.3
*****
   0.984
0.0707
0.0065
0.2493
0.0244

4114
53404.592
0.553
22.63
 34.810
 2.18
  21191
  18947
0.1558
0.0055
0.8916
0.0422
 2.5
*****
   0.946
0.2525
0.0099
0.8916
0.0471

3884
53404.596
0.570
23.44
 33.789
 1.49
  40016
  35692
0.0508
0.0021
0.2838
0.0138
 3.0
*****
   0.974
0.0748
0.0042
0.2707
0.0171

3699
53404.600
0.505
 0.01
 35.000
 0.69
  83642
  74589
0.1308
0.0036
0.7149
0.0242
 2.5
0.000
   0.970
0.1925
0.0058
0.7149
0.0266

3685
53404.606
0.688
 0.21
 30.902
 0.33
 117102
 104921
0.1615
0.0041
0.7601
0.0240
 2.7
0.000
   0.991
0.2537
0.0068
0.7601
0.0257

3884
53404.610
0.563
23.79
 33.843
 1.53
  38869
  34742
0.0404
0.0021
0.2071
0.0120
 3.1
0.000
   0.980
0.0626
0.0044
0.1963
0.0146

4114
53404.615
0.517
23.19
 35.050
 2.18
  21259
  18980
0.1580
0.0048
0.8902
0.0365
 2.9
*****
   0.976
0.2709
0.0094
0.8902
0.0413

3884
53404.619
0.562
 0.01
 33.852
 1.53
  38780
  34688
0.0415
0.0024
0.2287
0.0143
 2.3
*****
   0.975
0.0716
0.0057
0.2397
0.0201

3699
53404.624
0.516
 0.58
 34.933
 0.70
  83096
  74313
0.1326
0.0028
0.7158
0.0189
 2.9
0.000
   0.960
0.2099
0.0051
0.7158
0.0216

3884
53404.629
0.563
 0.23
 33.841
 1.52
  39145
  35082
0.0414
0.0018
0.2238
0.0109
 3.5
0.000
   0.975
0.0640
0.0041
0.2150
0.0146

4114
53404.634
0.500
23.65
 35.156
 2.22
  20475
  18363
0.1640
0.0045
0.8896
0.0327
 3.3
0.000
   0.960
0.2689
0.0091
0.8896
0.0402

3884
53404.639
0.568
 0.47
 33.807
 1.52
  39079
  34900
0.0461
0.0020
0.2270
0.0109
 3.3
*****
   0.971
0.0745
0.0046
0.2326
0.0154

3685
53404.643
0.707
 1.11
 30.666
 0.33
 116788
 104622
0.1694
0.0039
0.7634
0.0223
 3.0
0.000
   0.988
0.2584
0.0063
0.7634
0.0234

3685
53404.650
0.714
 1.28
 30.585
 0.36
 114136
 102839
0.1586
0.0041
0.7645
0.0247
 2.9
0.000
   0.988
0.2486
0.0066
0.7645
0.0257

3884
53404.655
0.581
 0.87
 33.699
 1.55
  37907
  33796
0.0465
0.0019
0.2523
0.0119
 3.6
0.000
   0.950
0.0781
0.0042
0.2568
0.0153

4114
53404.660
0.498
 0.27
 35.165
 2.22
  20566
  18365
0.1435
0.0046
0.8895
0.0383
 3.1
0.000
   0.993
0.2515
0.0091
0.8895
0.0430

3884
53404.664
0.591
 1.09
 33.611
 1.53
  38795
  34552
0.0372
0.0022
0.2365
0.0151
 2.8
*****
   0.964
0.0688
0.0055
0.2541
0.0213

3699
53404.669
0.584
 1.66
 34.452
 0.75
  79247
  70519
0.1109
0.0025
0.7226
0.0204
 3.0
0.000
   0.971
0.1871
0.0049
0.7226
0.0234

3884
53404.673
0.603
 1.30
 33.511
 1.57
  37486
  33620
0.0389
0.0017
0.2354
0.0115
 2.9
*****
   0.970
0.0653
0.0040
0.2347
0.0155

4114
53404.677
0.511
 0.69
 35.086
 2.22
  20500
  18343
0.1578
0.0047
0.8900
0.0358
 3.5
0.000
   0.964
0.2645
0.0087
0.8900
0.0393

3884
53404.685
0.622
 1.58
 33.347
 1.58
  37101
  33240
0.0415
0.0026
0.2709
0.0185
 1.8
0.000
   0.980
0.0732
0.0057
0.2702
0.0226

3685
53404.689
0.761
 2.21
 29.941
 0.36
 113637
 101697
0.0997
0.0032
0.7733
0.0311
 1.9
0.001
   0.977
0.1891
0.0068
0.7733
0.0354

Table 2.
Pipeline output with correlation for data plotted in Figs. 3 & 4

Plots of the correlation:

To force the correlation add the keyword stots=stots to the call to extract_wobble in the check_v2 script. [Note: since 070120 this has been part of the default pipeline]
Typical plots of the correlation look like Figs. 5, 6 & 7. nc_width is an optional keyword for extract_wobble that sets the width, in time, over which the correlation is calculated. An nc_width of 1000 is equivalent to 2sec (actually ±1sec).
[image: image5.wmf]
Fig. 5
A typical correlation plot, nc_width = 1000. This is for run 15_3699 on 050203. Time offset was -0.006sec. But see ‘Update’ below.
[image: image6.wmf]
Fig. 6
A typical correlation plot, nc_width = 300 (the default). This is for 15_3699 on 050203. Time offset was -0.006sec. But see ‘Update’ below, particularly Fig. 16. 
[image: image7.wmf]
Fig. 7
A typical correlation plot, nc_width=1000. This is for run 10_2550 on 050115 (one of the anomalously low nights for β Dor). Time offset output was -0.546sec. But see ‘Update’ below.
Part 2

Determining the approximate time offset
Prevention is better than cure! To avoid the rigamarole below:

a) At the beginning of each night check the clocks on arthur, peleas, gareth and gaheris are correct and synchronised, at least to within a second or two.

b) Check the clocks after any power glitch.

c) Be sure susi_ntp is fixed.
When running the new pipeline (post-070120) the correlation is plotted for each run. It should look like something like Fig. 8. There are three cases that I know of that indicate a problem.

a) The correlation looks like Fig. 9 for only one run and all/most other correlations on that night look good. I don’t understand this so I just flag that run as dubious and exclude it from further analysis. Nothing else needs to be done.
b) The correlation for all runs looks like Fig. 10. The time offsets calculated by the pipeline may be quite variable here and the correlations will likely be below ~0.2. The time offset is probably only a few seconds. Rerun the pipeline but add the keyword “nc_width=10000” to the call to extract_wobble in the check_v2 script. The correlations may now look like Fig. 11 and the calculated time offsets should be accurate. Nothing else needs to be done. If, however, increasing nc_width had no effect the time offset is obviously more than ±10sec and I’m afraid you will have to follow the procedure below.
c) The pipeline stops with an error like “WARNING: Wobbler data does not cover the fringe data time period” then the time offset is large and I’m afraid you will have to follow the procedure below.

(note: 1 unit of nc_width = 2ms, so nc_width=300 correlates over ±300ms)

[image: image8.wmf]
Fig.8
A typical correlation plot, nc_width=300 (the default). A significant peak is present with a maximum around 0.6. This is for run 15_3699 on 050203. The time offset calculated by the pipeline was -0.006sec. But see ‘Update’ below.
[image: image9.wmf]
Fig. 9 A twin-peaked correlation. This is abnormal. There is a certain symmetry about the two peaks here. What are these U-shaped dropouts? Ah ha! See ‘Update’ below.
[image: image10.wmf]
Fig. 10
A typical correlation plot with nc_width=300 (the default) but a small (1sec) time offset artificially added. This is for run 22_3884 on 050203. The time offset erroneously calculated by the pipeline was 0.232sec. Note the low maximum correlation of 0.06.

[image: image11.wmf]
Fig. 11A typical correlation plot for nc_width=10000. This is for run 15_3699 on 050203 but could equally be for run 22_3884 with the artificial time offset removed. The time offset calculated was -0.006sec. But see ‘Update’ below.
A procedure to estimate the time offset
We need to compare two simultaneous and identifiable points in the wobble and fringe data streams. In the wobble data stream the moment when the star image moves off the south wobble window after the siderostats have been stopped is obvious. This gives us the time on the gaheris clock. Dark photometry typically starts 2-3 seconds later (if the scheduler is running). The first scan of the dark photometry is time-stamped by gareth’s clock. If the time difference is larger than a few seconds a time offset probably exists. Add the keyword time_offset=xxx [in seconds], where xxx is the time difference, to the call to extract_wobble in check_v2. Rerun check_v2, with nc_width=10000 on just one fringe file to see if this has worked. You may need to iteratively reduce nc_width and adjust time_offset to find the correct time_offset for an nc_width of 300. You should then be able to run the default pipeline (albeit with the time_offset keyword) on the whole night’s data. If the time_offset has changed during the night, well...good luck!
It’s impossible to fully automate this procedure but I’ve saved the following commands in an IDL script, find_wf_correl.script, saved in ~susi/code/util. Copy this file elsewhere before using it. You may need to either cut&paste the commands or un/comment (“;” in IDL) the script sensibly to use it.

Note the date: e.g. 040414
Note the names of a pair of dfoto & wobble files: e.g. 02_3884.dfoto, 02_3884.wob2
Open IDL.

Set the date

IDL> obs_date = '040414'

Set the data directory:

IDL> dir = susi_data_path + obs_date +'/'

Read in the wobble file

IDL> read_wobble, dir+'02_3884.wob2', secs=secsw01, s_ims=s_imsw01

Secsw01 saves the times for us and s_imsw01 saves the south wobble images.
Plot the central pixel value of the south image 

IDL> plot, s_imsw01[2,2,*]

See Fig. 12
[image: image12.wmf]
Fig. 12

The central pixel value for a south wobble image. Wobble recording begins at 0 when fringecon begins searching for fringes. Fringes are recorded in f-f, north photometry around n, south photometry around s. The siderostats are then stopped, loosing the star, and dark photometry begins near d. A new astromod is started near A.
You could zoom in on the point where south wobble loses the star with xr (xrange) (and yr if necessary)
IDL> plot, s_imsw01[2,2,*], xr=[11000,12000]
Here things get messy!

Now, locate the frame number of the drop-off. A neat idl command is:
IDL> print, max(where(s_ims01[2,2,11300:11400] gt 100))+11300
idl prints:      11299
Find the time in seconds (since ~1970!)
IDL> print, secsw01[11299]

idl prints:    1081940072
The times are in long integer format

Now, read in the dfoto file and save its times to secsd01
IDL> read_scans, dir+'02_3884.dfoto', secs=secsd01

And find the dfoto start time

IDL> print, secsd01[0]
idl prints:    1081936497
 You could convert the times to a sensible format (maybe to compare to the log or decide which clock was correct, not that it really matters)
 IDL> print, systime(0,secsd01[0]) 

 idl prints: Wed Apr 14 19:54:57 2004
Now compare the two times

IDL> print, secsd01[0]-secsw01[1299]

idl prints:    -3575
The difference should be the approximate time between the south wobble image moving off the south wobble window and the dfoto commencing. We would expect this to be only a few (2-3) seconds if the scheduler is in use. If the time difference is larger there is a time offset between gaheris and gareth. Add the keyword time_offset=xxx [in seconds], where xxx is the time difference, to the call to extract_wobble in check_v2. Rerun check_v2, with nc_width=10000 on just one fringe file to see if this has worked. You may need to iteratively reduce nc_width and adjust time_offset to find the correct time_offset for an nc_width of 300. Alternatively just run the pipeline with nc_width=10000 but this is slow.
Note that the procedure has only given an approximate time offset for the example give here. On this example night the real time offset was 3601.3s. Perhaps the dark photometry was delayed because the scheduler wasn’t in use then. A larger nc_width than 10000 would be required here. The point is you really should check the PC times before observing each night!
Part 3 
An Update [added by APJ 070207]
Noise Spikes in wobble frames and U-shaped dropouts in correlation
Further work has revealed an additional small problem with the wobble data which affects, in particular, the correlation calculation in extract_wobble.

Occasional frames of the wobble data stream are bad. There appear to be three broad types of bad frame. 1) frames with a high background count; 2) frames with a strongly distorted ‘image’ (in fact there is often no stellar psf apparent); & 3) frames of all/mostly negative pixel values (a special case of type 2 I think). The frames that affect the correlation appear in the wobble data stream as frames with very high fluxes, 10 (or more) sigma above the mean. See Fig. 13 & 14. These ‘spikes’ cause the U-shaped dropouts noted above. Types 2 & 3 appear to be always common to both north and south wobble data and are therefore probably an electronic/camera problem. I have no detailed information at present about the frequency of ocurrence of these noise spike. However, they seem to appear in most of the .wob2 files I have checked and in the sections of .wob2 files that correspond to fringe data they occur at a frequency of ~50%.
[image: image13.wmf]
Fig. 13
Wobble fluxes showing a noise spike. The spike is in the same frame in both north and south data. This data is a subset of the 050203/27_3884.wob2 file data covering only the fringe data period. I have seen spikes with flux~50,000.
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Fig. 14
Left: The ‘image’ in the bad south wobble frame of Fig. 13. Right: the mean south wobble image. The bad frame has not affected the mean image.
Extract_wobble was modified to remove these ‘spikes’ before the correlation is done.

The fix simply sets the bad element(s) of the vector of wobble fluxes equal to the mean flux value. Figs. 15 & 16 show an example of the problem and its correction.

[image: image15.wmf]
Fig. 15
The correlation for 050203/27_3884 with U-shaped dropouts caused by the noise spikes evident in Fig. 13. In this (particularly bad) case the noise spike has badly distorted the correlation and caused a discrepant value for the time offset of 0.024s.
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Fig. 16
Same as Fig. 15 but using the corrected extract_wobble.pro. The time offset is now correctly calculated as -0.004s. The error in the incorrect value was greater than the acceptable 0.02s error mentioned at the beginning of this document. This, now, is how a typical correlation should look.
I also modified the algorithm in extract_wobble that searches for dark wobble data to ensure the darks are selected from 300 consecutive dark frames and avoid any noise spikes. The original algorithm simply surrendered on meeting any noise spikes and proceeded to simulate the dark data. This improvement is more robust.
I have ‘compartmentalised’ and minimised my changes to extract_wobble to avoid changing the overall algorithm MJI had implemented. However, rare wobble frames have such high fluxes that they dominate the bad-frame rejection MJI used (he had only neglected to reject bad frames for the correlation). A second iteration of rejection should, maybe, be implemented at some stage although this may be difficult give the complexity of extract_wobble.
