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• New physics in 3D models

- Trivial order and confined particles in bulk

- Topological order and deconfined anyons on boundary

• Potentially new types of particle excitations in bulk
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Walker-Wang Models*

• Input

- 3-manifold discretized on a lattice

- stick to cubic lattice with or without boundaries

- decorate so all vertices are 3-valent

- Unitary Braided Fusion Category (UBFC)  

- Finite label set 

- Creation and annihilation structures 

- F-matrices                                            and R-matrices 

- Assume multiplicity free models and self dual charges

L = {a, b, c, . . .}
ta 2 {±1} 8a 2 L
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be evaluated to a number, which is the topological amplitude of the represented
physical process.
The 6j-symbols {F abc

d;nm} can be organized into matrices, called F -matrices, by
the following diagram:

!!
!!

!!
!!

!!
!!

!!
a b c

d

∑
n F

abc
d;nm

""
""
""
""
""
""
""

a b c

d

m n

Similarly, the braiding eigenvalues are defined by the following diagram:

a b

c

Rab
c

########

$$$$$$$$

a b

c
Besides multiplicity-free in the fusion rules, we will also assume that all labels

are self-dual, so edges in our lattices are not oriented. Furthermore, we assume
edges around any vertex can be bent as long as we do not introduce any crossings.
Examples of such theories are premodular categories from the Temperley-Lieb alge-
bras [Wan]. The Hamiltonian below generalizes to the general case with adequate
notation.

4.1.2. Cubic lattice model. Given {F abc
d;nm}, {Rab

c } of a UBFC with label set L
(strictly speaking, we should choose a set of representative simple objects). Let
CL be the Hilbert space spanned by all labels. Just as in the Levin-Wen model,
it is convenient to work with trivalent graphs, therefore we first resolve the cubic
lattice C into a trivalent lattice. There are many ways to do it, and the resulting
theories are all equivalent as each one is equivalent to the continuous limit. At
each 6-valent vertex, we resolve it as follows:

!

As a result, each 6-valent vertex of the cubic lattice C is split into four trivalent
ones with a Z3-symmetry. We assume periodic boundary conditions, so our lattice
is in the 3-torus.
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*K. Walker and Z. Wang, Front. Phys. 7, 150 (2012). 
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FIG. 10. This figure shows the point splitting and fixed pro-
jection used to define the 3D lattice for the Walker-Wang
models. The dot in the middle of each bond represents a spin
variable.

els which we study in Sec. VI.

A. The 3D toric code

Viewed as a Walker-Wang model, the 3D toric
code13,16 Hilbert space consists of a two state system
�z = ±1 on each edge of the lattice shown in Fig. 10.
The Hamiltonian takes the form

H = �
X

v

Y

i2s(v)

�z

i

| {z }

B

v

�
X

p

Y

i2@p

�x

i

| {z }

B

p

, (10)

where s(v) is the set of three edges attached to vertex v
and @p is the set of ten edges of a plaquette p (bold edges
shown on the 3 types of plaquette in Fig. 14(a)-(c)). As
in 2D, the B

v

take the values ±1 depending on whether
there are an even/odd number of down spins on the edges
coming into vertex v, and B

p

flips the spins on each edge
of p. The fact that B

p

flips a pair of spins at vertex v
implies that [B

p

, B
v

] = 0, and once again [B
v

, B
v

0 ] =
[B

p

, B
p

0 ] = 0, so the model is exactly solvable.

1. Ground states of toric code on T3

The ground state space is defined by the conditions
B

p

= B
v

= 1 for all vertices and plaquettes. As in the
2D case in Sec. II B 1, the condition B

v

= 1 forces the 3D
ground state to be a superposition of closed loops. Re-
call that in 2D, the condition B

p

= +1 implied that the
rules in Fig. 2 (b)-(d) relate the amplitudes of di↵erent
spin configurations. Exactly the same type of calculation
shows the rules in Fig. 2 (b)-(d) relate the amplitudes of

spin configurations in the ground state space of the 3D
toric code.
In the 2D toric code on the 2-torus, the amplitude

of any spin configuration in the ground state could be
related to the amplitude of one of four canonical con-
figurations (shown in Fig. 4) resulting in four degener-
ate ground states. Analogously, on the 3-torus one can
show that any configuration of closed loops appears in
the ground state with the same amplitude as one of the
eight canonical configurations shown in Fig. 11. These
23 configurations can be labelled by three parities

P
n? =

Y

i2n?

�z

i

n = x, y, z (11)

which take values ±1 depending on whether an even or
odd number of loops wind around the n-cycle of the torus.
Here z? is the set of all edges emanating from the plane
(z = 0) in the +ẑ-direction, and similarly for x?, y?. If
we take an equal superposition of all configurations re-
lated to one of the eight canonical configurations by the
equivalences in Fig. 2(b)-(d) (as shown in Fig. 12) then it
is easy to verify that we get a ground state. This shows
us that the ground state degeneracy is 23, and each dis-
tinct ground state is labelled by the three eigenvalues
P
x? , Py? , Pz? = ±1. On more general closed manifolds

the ground state degeneracy is 2b1 , where b
1

is the num-
ber of independent non-contractible cycles on the mani-
fold (also known as the first Betti number).

2. Excitations in the toric code

The Hamiltonian (10) has two types of excitations:
pairs of vertex defects where B

v

= �1, and lines of pla-
quette defects where B

p

= �1. We can create a pair of
vertex defects with an operator

Ŵ
V

(C
AB

) =
Y

i2C
AB

�x

i

, (12)

where C
AB

is a path connecting the positions of the de-
fects A and B. Graphically we represent the string oper-
ator by laying a string along C

AB

, where it is understood
that the operator acts on kets by fusing this string into
the edges using the rules Fig. 2(b)-(e). The operator
commutes with the Hamiltonian except at its endpoints,
and so the defects are deconfined.

As in 2D, a closed vertex type string operator that
wraps around the boundary of several plaquettes is
just the product of B

p

’s for the enclosed plaquettes
and so trivially commutes with the Hamiltonian. Non-
contractible string operators (i.e., string operators that
wrap around the periodic boundary conditions) are more
interesting because they commute with the Hamiltonian
but cannot be expressed as a product of B

p

’s. Oper-
ators of this form toggle between the di↵erent ground
state sectors discussed in Sec. IIIA 1; for example, a non-
contractible string operator wrapping the z-direction of
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A few words on categories (no more!)

• UBFCs

- Unitary symmetric fusion categories

- 3D Levin-Wen models (they realize all discrete gauge theories coupled to bosons 
or fermions)

- 3D Toric-code

- Modular Tensor Categories [unitary S-matrix]

- quantum doubles of spherical fusion categories 

- Kitaev toric code

- quantum group categories

- 2D Levin-Wen models

• Unlike 3D Levin-Wen models Walker-Wang models can describe MTCs

• Note:  any MTC leads to a TQFT (converse unknown) 

a b

Sa,b =
1
D
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Walker-Wang model Hamiltonian

• Exactly solvable model

• Vertex operators

• Face operators

H = �
X

v

Av �
X

p

Bp
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Av
v

a b

c

= �(a⇥ b! c)
v

a b

c

Bp =
1
D2

X

s2L

dsB
s
p
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will be abbreviated as a′′, ..., w′′. Therefore, all we need are the coefficients Bs
pxy,a

′′,...,w′′

in Bpxy
|Ψpxy ,abcdpqruvw⟩ =

∑
s∈L

ds
D2

∑
a′′,...,w′′∈L

Bs
pxy,a

′′,...,w′′|Ψs
pxy,a

′′,...,w′′⟩.

Recall that ω0 is the formal sum
∑

s∈L
ds
D2 s. The operator Bpxy

=
∑

s∈L
ds
D2Bs

pxy

is a sum of operators Bs
pxy

, where Bs
pxy

is the operator that corresponds to the
simple loop labeled by s. Hence it suffices to know the coefficients Bs

pxy,a
′′,...,w′′ in

Bs
pxy

|Ψpxy,abcdpqruvw⟩ =
∑

a′′,...,w′′ Bs
pxy,a

′′,...,w′′|Ψs
pxy,a

′′,...,w′′⟩. In terms of 6j symbols
and braiding eigenvalues, we claim
Bs

pxy,a
′′,...,w′′ =

Rq′b
q Rc′r

c Rq′b′′

q′′ Rc′r′′

c′′ F a′′sp
a′;ap′′F

p′′sq
p′;pq′′F

q′′sb
q′;qb′′F

b′′sc
b′;bc′′F

c′′sr
c′;cr′′F

r′′su
r′;ru′′F u′′sd

u′;ud′′F
d′′sv
d′;dv′′F

v′′sw
v′;vw′′Fw′′sa

w′;wa′′ .

To derive this formula, we first twist the labeled graph representing the basis
|Ψpxy,abcdxyzuvw⟩ around the two vertical edges as below.

a
a′

p p′
q

q′
b

b′
c

c′
r
r′

uu′

d
d′

v

v′ w
w′

This multiplies |Ψp,abcdxyzuvw⟩ by Rq′b
q Ru′c

u . Then we fuse the simple loop labeled
by s with the edge labeled by a as shown below.

a′′
a′

p p′
q

q′
b

b′
c

c′
r
r′

uu′

d
d′

v

v′ w
w′

s

a a

Next a sequence of F -moves brings the s-labeled strand counter-clock-wise along
the boundary of the decagon p through all the trivalent vertices one by one. Each
time when the s-labeled strand passes a trivalent vertex on p, an F -move is used.
Due to the two introduced twists, we do not need to use braidings when we perform
all the F -moves.

[Bs
p]a

00,b00,c00,d00,p00,q00,r00,u00,v00,w00

a,b,c,d,p,q,r,u,v,w =
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ω0

Physically the projector ω0 enforces the total flux through p to be a transparent
label (see Section 4.5 below for the definition). Such a projector is formally written
as ω0 =

∑
s∈L

ds
D2s, where ds is the quantum dimension of the label s and D2 =∑

s∈L d
2
s. Adding such a loop with the projector ω0 will not change the topological

amplitude of a basis |Ψ⟩. This can be seen by expanding ω0 into
∑

s∈L
ds
D2 s and

noticing that a contractible loop labeled by s is evaluated to ds. A formula for a
plaquette term is then obtained by evaluating the same projector in a different way
using 6j symbols and braiding eigenvalues. For analogous derivations of similar
terms in Levin-Wen model, see page 100 of [Wan].
Due to the regularity of the cubic lattice and the symmetry of our resolution,

we need only to write down one plaquette term. We choose to write the formula
for the plaquette in the x-y-plane, denoted as pxy. We could equally work with
the one in the x-z-plane pxz or the one in the y-z-plane pyz.
To write down such a formula, we denote the basis element that labels the 10

edges of pxy by abcdpqruvw and their 10 adjacent edges by a′b′c′d′p′q′r′u′v′w′ as
in the following picture by |Ψpxy ,abcdpqruvw⟩. Labels of edges that are not named
remain the same in all computations. Our convention is that the edge not on the
decagon pxy, but next to the edge of the decagon labeled by l, is labeled by l′.

a
a′

p p′
q

q′
b

b′
c

c′
r
r′

uu′

d
d′

v

v′ w
w′

The plaquette term Bpxy
will map the basis vector |Ψpxy,abcdpqruvw⟩ into a big

linear combination of basis elements, where the labels a, b, c, d, p, q, r, u, v, w are
replaced by new labels a′′, b′′, c′′, d′′, p′′, q′′, r′′, u′′, v′′, w′′. In the following,

a′′, b′′, c′′, d′′, p′′, q′′, r′′, u′′, v′′, w′′

}
[Av, Bp] = [Av, Av0 ] = [Bp, Bp0 ] = 0
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A non-modular 
WW model:

3D Toric code
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1.  Modular trap

Two identities
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2. Handle sliding
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Together 
they imply 
MTCs have 
confined 
particles
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Walker-Wang models from MTC: examples

• 3D-Semion model

- broken time reversal symmetry

- parity acts as complex conjugate (opposite parity 
projection of lattice) so Parity x Time is a good 
symmetry

- Abelian semions on boundary

• 3D-Fibonacci model

- Particles

- Fusion rule

- Non-Abelian anyons on boundary
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�a⇥ �b⇥

�c⇥ �d⇥

�e⇥ � f ⇥

�g⇥ �h⇥

FIG. 11. Shown are the eight canonical configurations with
periodic boundary conditions in all three directions, where the
thick black lines indicate edges with �

z = �1. The underlying
lattice is not drawn, for simplicity. Any basis ket without
vertex violations can be related to one of these eight by using
the graphical rules in Fig. 2. In the case of the toric code, the
ground state splits into eight orthogonal sectors labelled by
these eight kets; two of these states are shown in Fig. 12.

the torus toggles between the ground states in Fig. 12(a)
and (b).

Thus, vertex defects in 3D are much the same as they
were in 2D, being thought of as the end-points of a string
operator. Plaquette defects, on the other hand, behave
quite di↵erently in 2 and 3 dimensions. They no longer
appear at the end-points of string operators, but rather at
the boundary of surface operators. To create a plaquette
defect, one acts on an edge with a �z. This, however,

creates defects in all four plaquettes associated with the
edge. More generally, if we pick a surface on the dual
lattice and act with �z on each edge cutting the surface,
then the resulting operator

Ŵ
P

(S) =
Y

i2S
�z

i

, (13)

creates plaquette defects along the boundary @S of the
surface S (see Fig. 13(a)). This is because �z acts on an
even number of edges of each plaquette cutting S, except
for those lying on the boundary @S which only have �z

acting on one of their edges. Thus this type of surface
operator has an energy cost which scales linearly with
the length of the boundary @S of the surface.
One of the defining features of the topological order of

the 3D Toric code is the mutual statistics between the
point-like vertex defects and the vortex lines. Moving
a vertex defect all the way around a line defect gives
a Berry phase of �1. The exchange process is defined
as follows. First act on a ground state with the two
operators to form Ŵ

V

(C
AB

)Ŵ
P

(S) | GSi as shown in
Fig. 13(a). We now take the point defect B and thread
it through @S, and then annihilate A withB. This results
in a string operator Ŵ

V

(C
closed

) enclosing the plaquette
defects on @S as shown in Fig. 13(b). The string operator
encircling the line defect can be written as a product of
plaquette operators Ŵ

V

(C
closed

) =
Q

p2R B
p

, where R is
any surface bounded by C

closed

. However, one of the B
p

operators in R will lie on the line defect, and therefore
take value �1. Thus a full exchange between the two
types of defects leads to a sign of �1.

B. The 3D semion model

We now define the ‘3D semion model’, our first exam-
ple of a Walker-Wang model which has not previously
been examined in the literature. To define the operators
in this model, we first fix a projection of the trivalent
lattice onto 2D, as shown in Fig. 10. (Note that we will
always assume the lattice is defined on an orientable man-
ifold.) The Hamiltonian takes the form

H = �
X

v

Y

s(v)

�z

i

| {z }

B

v

(14)

+
X

p

(
Y

i2@p

�x

i

)(
Y

j2s(p)

inj ) i
P

j red nj�
P

j blue

nj

| {z }

B

p

,

where n = 1

2

(1� �z) and, as for the 3D toric code, s(v)
is the set of three legs attached to vertex v, @p is the set
of ten edges bounding plaquette p, and it includes the
two privileged blue and two privileged red edges used in
the definition of B

p

above, while s(p) is the set of ten
edges radiating from plaquette p (see Fig. 14(a)-(c)).
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edges radiating from plaquette p (see Fig. 14(a)-(c)).
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FIG. 13. (Color online) This diagram illustrates the exchange
between a line defect created by Ŵ

P

(S) and a pair of point
defects created by Ŵ

V

(C
AB

), both shown (a) for the 3D toric
code. We show the process on a cubic lattice for simplic-
ity, but the same reasoning applies on the trivalent Walker-
Wang lattice. The defect B is threaded through the surface
S bounded by the line defect, and annihilated with A. The
resulting closed loop can be written as a product of plaquette
defects, yielding a result of �1 because one of the plaquettes
lies on the line defect.

a phase of �i relative to a straight loop segment (such
as the one on the right of Eq. (16)). With the aid of
these graphical rules, we show that the 3D semion model
has a non-degenerate ground state on the 3-torus. In
the case of the toric code, there were precisely 23 ground
states; each ground state was labelled by the three par-
ity eigenvalues (P

n? , where n = x, y or z), and was
formed by making an equal amplitude superposition of
all configurations related to a canonical ket (with the cor-
responding parity) by the graphical rules. In the case of
the 3D semion model, we can again use local rules to
relate any loop configuration to one of the eight canon-
ical configurations in Fig. 11, but this only proves that
there is a ground state degeneracy of at most eight. In
fact, there is only a single ground state, which has all
P
n? = 1; it is a superposition of all loop configurations

related to Fig. 11(a), with relative phases given by the
rules Fig. 2(b)-(e) as shown in Fig. 15.

What happens to the other configurations, which have
some P

n? = �1? None of these configurations occur in a
ground state superposition because they are all excited:
P
n? = �1 implies the existence of plaquette defects in
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FIG. 14. (Color online) (a)-(c) show the three di↵erent types
of plaquette occurring on the lattice. The edges have been
made either black, bold black, bold blue (labelled B) or bold
red (labelled R) to aid in the definition of the 3D semion
plaquette operator in Eq. (4). The set @p contains the ten
bold edges, while the set s(p) contains the ten black edges.
(d)-(f) show how to define B

p

operators in terms of a string
picture, where it is understood that the string is fused into
the edges using Fig. 2(d) and (e); notice that the string under-
crosses the edge labelled U, but over-crosses the edge labelled
O.

the plane perpendicular to the n̂-direction. This follows
immediately from the identity

P
n? =

Y

p2⇧

n?

(�B
p

) , (18)

which we prove graphically in Fig. 16, where ⇧
n? is the

set of plaquettes lying in a plane perpendicular to the n̂
direction. We see that any negative parity P

n? = �1 is
incompatible with the ground state conditions that B

p

=
�1 for all p. Technically we still need to prove that the
ket Fig. 11(a) has an overlap with the ground state. This
can be shown by explicitly expanding the ground state
projector P, as we do in Appendix F.

Although we have worked specifically with the 3-
torus, the above method appears to generalize to any
(orientable) manifold without boundary. Hence, as
promised, we have shown that the ground state of 3DSem
is unique on any (orientable) manifold without boundary
– unlike both the 3D Toric code, and the 2D semion
model.

{1, ⌧}

⌧ ⇥ ⌧ = 1 + ⌧
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• Overview of Walker Wang models with MTC input

- All particles confined in the bulk

- may be deconfined on a boundary

- Non-degenerate ground states on a system without boundaries

- Explicitly broken time-reversal symmetry in the bulk

- Boundary modes are gapped

- Boundaries act like fractional topological insulators with topological properties of 
2D fractional quantum Hall systems

- This in contrast to fractional topological insulators which have protected gapless 
boundary modes

• What about topological entanglement entropy?

C.W. von Keyserlingk, F.J. Burnell, and S.H. Simon 87, 
045107 (2013). 
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Topological Entanglement Entropy
• Constant correction to area law behaviour of entropy of a subsystem A

• Two standard methods to compute in 2D
3

cluster-state nullifiers—specifically sums of neighboring nul-
lifiers around the p̂-measured nodes—and alternating signed
cyclic sums around q̂-measured modes, one finds the general
form of the surface code nullifiers (see Appendix B) [30].
Since the finitely squeezed cluster state is Gaussian, and
quadrature measurements are Gaussian operations [31], so is
the finitely squeezed surface code state. In the case of a square
lattice with toroidal boundary conditions, the nullifiers are
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where s0 =
p

5s2 + s�2. See Fig. 1b.
We can construct a Hamiltonian using these nullifiers:

ĤSC(s) =
Â

v

8
s02

â†
v âv +

Â

f

8
s2 b̂†

f b̂ f . (5)

The squeezing dependence of the prefactors is done to ensure
the Hamiltonian has finite energy in the infinitely squeezed
limit. It turns out that unlike the discrete variable case, this
Hamiltonian is gapless in the thermodynamic limit. This
arises because the nullifiers do not define normal modes.
Rather, neighboring nullifiers have nontrivial commutation re-
lations, which allow for low-energy mode excitations. As
shown in Appendix B, for a square n⇥m (odd) lattice with
n  m the gap is D(s)⇡ 4p

2/s2n2, and generically the system
is gapless.

Hence, in distinction to the cluster-state Hamilto-
nian ĤCS(s), the surface-code Hamiltonian ĤSC(s) is gapless
in the thermodynamic limit, though for infinite squeezing both
models are gapless. In fact, we conjecture that any local par-
ent Hamiltonian for a topologically ordered surface-code state
using continuous variables would be gapless. Perhaps the
simplest example is the symmetric form of the surface-code
Hamiltonian: Ĥ 0

SC(s) =
8
s2 Âv â0†v â0v +

8
s2 Â f b̂†

f b̂ f , where b̂ f is
as in Eq. (4), but â0v =

sp
8 Âe|v2∂e(q̂e +

i
s2 p̂e). By the same

analysis as above for the n⇥m odd lattice on the torus, the
gap D(s) is identical, and generically this model is also gap-
less. For this symmetric model on a torus, one finds (see Ap-
pendix C) that there are two types of string operators which
are symmetries of the ground subspace and allow the defini-
tion of the topological S-matrix [1].

TEE for CV surface codes.—A zero-mean N-mode Gaus-
sian state is completely and uniquely described [32] via its
symmetrized covariance matrix G j,k = Retr[rr̂ j r̂k], where ˆ̄r =
(q̂1, ..., q̂N , p̂1, ..., p̂N)T is a 2N-dimensional column vector of
quadrature operators [32] . A Gaussian pure state’s entan-
glement entropy can be calculated [33] straightforwardly in
terms of the symplectic eigenvalues of G , which are the pos-
itive elements of the N eigenvalue pairs {±s j} of the matrix
product iGW, with W j,k =�i[r̂ j, r̂k] being the symplectic form.

�
�
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���

FIG. 2: Sections used for calculations of topological entanglement
entropy by the methods of (a) Kitaev-Preskill [7] and (b) Levin-
Wen [8]. The areas of the regions satisfy the equality depicted.

The entropy for an NA-mode Gaussian subsystem rA is
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calculated using the reduced symplectic spectrum
{s

A
1 , . . . ,sA

NA
} obtained by ignoring the complementary

subsystem B. (In terms of density matrices, this means taking
the partial trace, but in our case it means deleting all of B’s
rows and columns from the covariance matrix.)

In addition to the covariance-matrix representation, every
zero-mean N-mode Gaussian pure state can be uniquely rep-
resented by an N-node, undirected, complex-weighted graph
whose adjacency matrix is called Z = V+ iU [31, 34]. As
shown in Appendix D, when Z is purely imaginary (V = 0),
the state’s covariance matrix takes the simple form G =
1
2 (U

�1 � U). As shown in Fig. 1c, this is the case for the
CV surface-code state, for which Z = iUSC = i(2s2 + s�2)I+
is�2ASC, where ASC is the corresponding unweighted adja-
cency matrix without self-loops. From this, we see imme-
diately that p̂- p̂ correlations (determined by U) have finite
range, and p̂-q̂ correlations are zero. U�1, which determines
the q̂-q̂ correlations, is more complicated, but these terms still
decay exponentially with separation, see Appendix D.

Topological phases cannot be detected by local parameters,
which makes their analysis more challenging. To study the
topological properties of the CV surface-code state, we make
use of two alternative (but equivalent) definitions of TEE , one
introduced by Kitaev and Preskill (KP) [7],

SKP
topo ⌘�(SA +SB +SC �SAB �SBC �SAC +SABC) = g , (7)

and another by Levin and Wen (LW) [8],

SLW
topo ⌘�1

2
[(SA �SB)� (SC �SD)] = g , (8)

with regions shown in Figs. 2a and 2b, respectively. If the
system is not topologically ordered, these combinations are
exactly zero. Thus, we say that a model is topologically or-
dered only when g > 0. In our simulation, we start with a
37⇥37 square CV cluster state and project it to the 684 mode
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limit. It turns out that unlike the discrete variable case, this
Hamiltonian is gapless in the thermodynamic limit. This
arises because the nullifiers do not define normal modes.
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shown in Appendix B, for a square n⇥m (odd) lattice with
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is gapless.
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in the thermodynamic limit, though for infinite squeezing both
models are gapless. In fact, we conjecture that any local par-
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Hamiltonian: Ĥ 0
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analysis as above for the n⇥m odd lattice on the torus, the
gap D(s) is identical, and generically this model is also gap-
less. For this symmetric model on a torus, one finds (see Ap-
pendix C) that there are two types of string operators which
are symmetries of the ground subspace and allow the defini-
tion of the topological S-matrix [1].

TEE for CV surface codes.—A zero-mean N-mode Gaus-
sian state is completely and uniquely described [32] via its
symmetrized covariance matrix G j,k = Retr[rr̂ j r̂k], where ˆ̄r =
(q̂1, ..., q̂N , p̂1, ..., p̂N)T is a 2N-dimensional column vector of
quadrature operators [32] . A Gaussian pure state’s entan-
glement entropy can be calculated [33] straightforwardly in
terms of the symplectic eigenvalues of G , which are the pos-
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resented by an N-node, undirected, complex-weighted graph
whose adjacency matrix is called Z = V+ iU [31, 34]. As
shown in Appendix D, when Z is purely imaginary (V = 0),
the state’s covariance matrix takes the simple form G =
1
2 (U
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is�2ASC, where ASC is the corresponding unweighted adja-
cency matrix without self-loops. From this, we see imme-
diately that p̂- p̂ correlations (determined by U) have finite
range, and p̂-q̂ correlations are zero. U�1, which determines
the q̂-q̂ correlations, is more complicated, but these terms still
decay exponentially with separation, see Appendix D.

Topological phases cannot be detected by local parameters,
which makes their analysis more challenging. To study the
topological properties of the CV surface-code state, we make
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exactly zero. Thus, we say that a model is topologically or-
dered only when g > 0. In our simulation, we start with a
37⇥37 square CV cluster state and project it to the 684 mode
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cluster-state nullifiers—specifically sums of neighboring nul-
lifiers around the p̂-measured nodes—and alternating signed
cyclic sums around q̂-measured modes, one finds the general
form of the surface code nullifiers (see Appendix B) [30].
Since the finitely squeezed cluster state is Gaussian, and
quadrature measurements are Gaussian operations [31], so is
the finitely squeezed surface code state. In the case of a square
lattice with toroidal boundary conditions, the nullifiers are
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We can construct a Hamiltonian using these nullifiers:

ĤSC(s) =
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The squeezing dependence of the prefactors is done to ensure
the Hamiltonian has finite energy in the infinitely squeezed
limit. It turns out that unlike the discrete variable case, this
Hamiltonian is gapless in the thermodynamic limit. This
arises because the nullifiers do not define normal modes.
Rather, neighboring nullifiers have nontrivial commutation re-
lations, which allow for low-energy mode excitations. As
shown in Appendix B, for a square n⇥m (odd) lattice with
n  m the gap is D(s)⇡ 4p

2/s2n2, and generically the system
is gapless.

Hence, in distinction to the cluster-state Hamilto-
nian ĤCS(s), the surface-code Hamiltonian ĤSC(s) is gapless
in the thermodynamic limit, though for infinite squeezing both
models are gapless. In fact, we conjecture that any local par-
ent Hamiltonian for a topologically ordered surface-code state
using continuous variables would be gapless. Perhaps the
simplest example is the symmetric form of the surface-code
Hamiltonian: Ĥ 0

SC(s) =
8
s2 Âv â0†v â0v +

8
s2 Â f b̂†

f b̂ f , where b̂ f is
as in Eq. (4), but â0v =
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s2 p̂e). By the same

analysis as above for the n⇥m odd lattice on the torus, the
gap D(s) is identical, and generically this model is also gap-
less. For this symmetric model on a torus, one finds (see Ap-
pendix C) that there are two types of string operators which
are symmetries of the ground subspace and allow the defini-
tion of the topological S-matrix [1].

TEE for CV surface codes.—A zero-mean N-mode Gaus-
sian state is completely and uniquely described [32] via its
symmetrized covariance matrix G j,k = Retr[rr̂ j r̂k], where ˆ̄r =
(q̂1, ..., q̂N , p̂1, ..., p̂N)T is a 2N-dimensional column vector of
quadrature operators [32] . A Gaussian pure state’s entan-
glement entropy can be calculated [33] straightforwardly in
terms of the symplectic eigenvalues of G , which are the pos-
itive elements of the N eigenvalue pairs {±s j} of the matrix
product iGW, with W j,k =�i[r̂ j, r̂k] being the symplectic form.
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the partial trace, but in our case it means deleting all of B’s
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In addition to the covariance-matrix representation, every
zero-mean N-mode Gaussian pure state can be uniquely rep-
resented by an N-node, undirected, complex-weighted graph
whose adjacency matrix is called Z = V+ iU [31, 34]. As
shown in Appendix D, when Z is purely imaginary (V = 0),
the state’s covariance matrix takes the simple form G =
1
2 (U

�1 � U). As shown in Fig. 1c, this is the case for the
CV surface-code state, for which Z = iUSC = i(2s2 + s�2)I+
is�2ASC, where ASC is the corresponding unweighted adja-
cency matrix without self-loops. From this, we see imme-
diately that p̂- p̂ correlations (determined by U) have finite
range, and p̂-q̂ correlations are zero. U�1, which determines
the q̂-q̂ correlations, is more complicated, but these terms still
decay exponentially with separation, see Appendix D.

Topological phases cannot be detected by local parameters,
which makes their analysis more challenging. To study the
topological properties of the CV surface-code state, we make
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range, and p̂-q̂ correlations are zero. U�1, which determines
the q̂-q̂ correlations, is more complicated, but these terms still
decay exponentially with separation, see Appendix D.

Topological phases cannot be detected by local parameters,
which makes their analysis more challenging. To study the
topological properties of the CV surface-code state, we make
use of two alternative (but equivalent) definitions of TEE , one
introduced by Kitaev and Preskill (KP) [7],

SKP
topo ⌘�(SA +SB +SC �SAB �SBC �SAC +SABC) = g , (7)

and another by Levin and Wen (LW) [8],

SLW
topo ⌘�1

2
[(SA �SB)� (SC �SD)] = g , (8)

with regions shown in Figs. 2a and 2b, respectively. If the
system is not topologically ordered, these combinations are
exactly zero. Thus, we say that a model is topologically or-
dered only when g > 0. In our simulation, we start with a
37⇥37 square CV cluster state and project it to the 684 mode
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The Kitaev surface-code model is the most studied example of a topologically ordered phase and typically
involves four-spin interactions on a two-dimensional surface. A universal signature of this phase is topological
entanglement entropy (TEE), but due to low signal to noise, it is extremely difficult to observe in these systems,
and one usually resorts to measuring anyonic statistics of excitations or non-local string operators to reveal
the order. We describe a continuous-variable analog to the surface code using quantum harmonic oscillators
on a two-dimensional lattice, which has the distinctive property of needing only two-body nearest-neighbor
interactions for its creation. Though such a model is gapless, the ground state can be simply prepared by
measurements on a finitely squeezed and gapped two-dimensional cluster state, which does not have topological
order. Asymptotically, the TEE grows linearly with the squeezing parameter, and we show that its mixed-state
generalization, the topological mutual information, is robust to some forms of state preparation error and can be
detected simply using single-mode quadrature measurements. Finally, we discuss scalable implementation of
these methods using optical and circuit-QED technology.

Introduction—Topological order describes a phase of mat-
ter whose correlations satisfy an area law but also maintain
long-range entanglement and ground-state degeneracy that is
impervious to all local perturbations. These properties make
such systems attractive candidates for stable quantum mem-
ories or processors [1]. However, the lack of a local order
parameter makes measuring topological order an experimen-
tally onerous task. Some possibilities include measuring non-
local string operators [2] or the statistics of anyonic excita-
tions above the ground state, as has been demonstrated ex-
perimentally with small photonic networks [3, 4]. However,
due to finite correlation lengths of local operators [2, 5], these
methods suffer from low visibility if the system is not pre-
pared in a pure phase with vanishing two-point correlations.

An alternative is to study properties of the state itself that
are robust to small changes in the correlation length. It was
discovered [6–8] that for a topologically ordered phase, the
entanglement entropy of a subsystem in state rA is the von-
Neumann entropy

S(rA)⌘� tr[rA log2(rA)] = a|∂A|� g+ e , (1)

where a 2 R, |∂A| is the size of the “area" of the boundary
of A, and e is a contribution that goes to zero in the limit
|∂A|!•. The parameter g is termed the topological entangle-
ment entropy (TEE) and is an intrinsically non-local quantity
that can be obtained by taking weighted sums of entropies of
different regions of a system that subtract out the area-law de-
pendence [1] . Crucially, the value of g is invariant under small
deformations of the model, provided one chooses regions suf-
ficiently large compared to the correlation length. TEE has
been very successful as a means of characterizing topologi-
cal phases in a variety of systems including spin lattices [6],
bosonic spin liquids [9], and fermionic Laughlin states [10].

While useful for numerics, actually measuring TEE in
a physical system is a daunting task since extracting the
von Neumann entropy requires knowledge of the complete
spectrum of the reduced state. A different option is to in-
stead measure the Renyi entropy S(a)(rA) ⌘ 1

1�a

log2 tr[ra

A].

It was shown [11] that g is the same when using Renyi en-
tropy in Eq. (1) and that its value is independent of a (note
lim

a!1 S(a) = S). The value a= 2 is an attractive choice since
the purity tr[r2] is observable via a simple swap-test measure-
ment on two copies of the state [12]. A pure topological phase,
such as the qudit (d-level spins) surface-code state [13], has
tr[r2

A] = d1�|∂A|, meaning g = log(d) [14]. In contrast, the
purity of another area law state with no TEE, such as the qu-
dit cluster state [15], is tr[(r0

A)
2] = d�|∂A|. Thus, even using

Renyi entropy one still requires a number of measurements
exponential in the size |∂A| to distinguish the two phases.

In this work we study, for the very first time, topological or-
der in the context of continuous-variable (CV) Gaussian states
that have the remarkable property of allowing efficiently mea-
surable TEE. We begin with a description of an ideal CV clus-
ter state [16, 17], which is the analog of qubit-based cluster
states [18, 19], both in terms of their entanglement structure
and their usefulness for measurement-based quantum compu-
tation [17, 20]. These states can be transformed into ideal CV
surface-code states (the analog of Kitaev surface codes [21])
using a simple pattern of local quadrature measurements [22].
While ideal CV cluster states are unphysical because they are
unnormalizable states and require infinite energy, there exist
many experimentally viable methods for constructing Gaus-
sian approximations to these states [17, 20, 23–28]. We next
show that, by following the same procedure on these Gaus-
sian states, we can produce a finitely squeezed CV surface
code state. The parent Hamiltonian for this state is gapless
in the thermodynamic limit, in contrast to the qubit surface-
code Hamiltonian, which is gapped. We show that the ground
state of the CV surface-code Hamiltonian exhibits topologi-
cal order with a TEE value of g, which asymptotically grows
linearly with the squeezing parameter.

This topologically ordered model is particularly appealing
for two reasons: first, it can be constructed following a very
simple preparation scheme; second, its Gaussian properties
offer an immediate way to verify topological order that re-

Levin&Wen Kitaev&Preskill

S
topo

Goes to zero for large boundary
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• Extrusion to 3D

- Levin&Wen type decomposition

- Kitaev&Preskill type decomposition
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the operator, except �
A

,�
B

parts. The resulting oper-
ator is of positive chirality, and will anti-commute with
the plaquette labelled p at its endpoint, but no other
plaquettes.

Appendix D: Topological entanglement entropy in
3DSem

Here we show that unlike its 2D counterpart, the 3D
semion model has no topological entanglement entropy.

As described in Ref. 41, there are two sensible pre-
scriptions for defining topological entanglement entropy
in 3D. We will use one of these for our calculation, but
the result is independent of the choice of prescription.
Both prescriptions operate on the same principle, gener-
alizing the approach of Levin and Wen42 for 2D systems:
we add together the entanglement entropies of several
possible partitions of a system into subsystems A and
B, with coe�cients such that the net boundary and cor-
ner terms all cancel. Fig. 31 shows the combination of
partitions that we will use. We will always cut the two
subsystems along the middle of a set of edges, so that the
two subsystems must share a set of edge labels along the
boundary.

It is useful to briefly recall the source of the topological
entanglement entropy in the Toric code. The Toric code
ground state is a superposition of all configurations of
closed loops, with a relative amplitude of 1. Thus, for
any partition of the system into two subsystems A and
B, we may write

| 
0

i =
X

i

c

↵
i

c

| (i

c

)

A

i| (i

c

)

B

i (D1)

where i
c

denotes a particular choice of edge labels on the
boundary between A and B, for which the total number

of occupied edges crossing the boundary is even. | (i

c

)

A

i
and | (i

c

)

B

i are themselves superpositions over many dif-
ferent loop configurations, with the configuration i

c

of
spins on the edge. | 

0

i factorizes according to Eq. (D1)
because the relative coe�cient of all elements in these
superposition is always 1.

Because configurations in which the edge labels are
di↵erent are orthogonal, it is easy to compute the reduced
density matrix:

⇢
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= Tr
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where N
B

(i
c

) is the number of configurations in B with

these boundary conditions. Since h (i

0
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)

A
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c

)

A

i / �
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0 ,
⇢
A

is diagonal, and we may read o↵ the entanglement
entropy:

S
AB

=
X

i

c

N
B

(i
c

)N
A

(i
c

)|↵
i

c

|2 log
⇥

N
B

(i
c

)N
A

(i
c

)|↵
i

c

|2
⇤

(D2)

!" #"

$" %"

FIG. 31. The combination of partitions used to calculate the
entanglement entropy. The figure shows the boundary of the
regions A and B.

subject to

X

i

c

N
B

(i
c

)N
A
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)|↵
i

c

|2 = 1 (D3)

In practise N
A

(i
c

), N
B

(i
c

) will be independent of the
particular boundary configuration, as will |↵

i

c

|2, so that
N

A

(i
c

)N
B

(i
c

)|↵
i

c

|2 = 1/N
i

, where N
i

is the number of
possible boundary conditions. In a loop gas, if the total
number of edges on the boundary between A and B is
n
i

, then

N
i

= 2ni

�N

(0)
A (D4)

where N
(0)

A

is the number of connected components of
the boundary of region A. The entagnlement entropy is
thus :

S =
N

i

X

i=1

1

N
i

logN
i

= (n
i

�N
(0)

A

) log 2 (D5)

The topological entanglement entropy is given by the
combination of subdivisions shown in Fig. 31. In the first

three, A consists of a single component and N
(0)

A

= 1; in

the last term N
(0)

A

= 2. Since the regions are chosen such

that n(1)

i

� n
(2)

i

� n
(3)

i

+ n
(4)

i

= 0, we obtain:

S
Top

= �
h

(n(1)

i

� 1)� (n(2)

i

� 1)

� (n(3)

i

� 1) + (n(4)

i

� 2)
i

log 2 = log 2

For the doubled semion model, if A is simply con-
nected then we may use exactly the same reasoning as
for the Toric code to calculate the entanglement entropy
(whether or not A has multiple boundary components).
That is, in this case the ground state wave function can

be decomposed according to Eq. (D1), with | (i

c

)

A

i a
superposition of all loop configurations in A with the
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FIG. 3. Panels (a) and (b) show two valid ABC constructions
[Eq. (15)] in three dimensions that can be used to extract the TEE. In
(a) the cross section of a torus has been divided into three tori A, B, and
C, while in (b) a torus that has been divided into three cylinders A, B,
and C. Panel (c) shows an invalid construction as explained in the text.
In all three figures, we define region D to be the rest of the system.

V. TOPOLOGICAL ENTANGLEMENT ENTROPY IN D > 3

Independent terms in Stopological in arbitrary dimensions.
Following our discussion of TEE in D = 3, in this section we
study the independent contributions to Stopological in a general
dimension D > 3. The boundary ∂A of a D-dimensional
region A is a compact manifold that is characterized by
Betti numbers, b0, . . . ,bD−1 that describe various orders of
connectivity of the surface (see, e.g., Ref. 26).

We assume a linear relationship, SA = −
∑D−1

k=0 γkbk . In
principle, in higher dimensions the entanglement entropy
could depend on more subtle topological properties of the
boundary, but we focus only on this form. Further, as we see
below, this form turns out to be sufficient for Kitaev models that
describe discrete p-form gauge theories (p ! 1) in arbitrary
dimensions.

To see how many types of topological entropy can exist
in higher dimensions, first note that for compact manifolds,
the Betti numbers have a symmetry, bk = bD−1−k and hence
the sum may be cut short, at k = ⌊D−1

2 ⌋. Furthermore, owing
to the relation χ =

∑D−1
k=0 (−1)kbk , in all odd dimensions a

part of the topological entropy may be absorbed into the local
entropy, reducing the number of coefficients by one more.
Hence, there are n topologically nontrivial contributions to the
entanglement entropy in 2n and 2n + 1 dimensions:

SA,topological

=
{−γ0b0 − γ1b1 − · · · − γ D

2 −1bD
2 −1, if D is even,

−γ0b0 − γ1b1 + · · · − γ D−3
2

bD−3
2

, if D is odd.

(17)

Precisely such a hierarchy of states associated with different
Betti numbers has been arrived at by Ref. 13 by constructing

a sequence of Kitaev “toric-code” type models where the
ground state is a superposition of all p-dimensional manifolds
on a lattice (for 1 " p " D − 1). This state is dual to the
superposition of all q = D − p dimensional manifolds, so the
number of distinct models is ⌊D

2 ⌋, the same as the number of
types of topological entropies.

Stopological for gauge theories in arbitrary dimensions.
Similar to three dimensions, one may study models of discrete
gauge theories to understand these results. For example, on a
hypercubic lattice in D = 4, the string and membrane theories
describe very different ground states14 and unlike D = 3, the
membrane theory is now dual to itself, not to the string phase.
Explicitly, in the “toric code limit”2,14 these two theories are
given by

Hstring = −
∑

!

∏

l∈!
τz,l −

∑

vertices

∏

vertex∈ l

τx,l , (18)

Hmembrane = −
∑

l

∏

l∈!
σz,! −

∑

cubes

∏

!∈ cube

σx,!. (19)

As we show now, the entanglement entropy of the model in
Eq. (18) in four dimensions depends on the Betti number b0
of ∂A, while that corresponding to the model in Eq. (19)
depends on the difference b1 − b0. For the sake of generality,
let us derive the entanglement entropy of a generalized toric
model in arbitrary spatial dimensions D whose ground state is
given by sum over all closed dg dimensional membranes. This
ground state describes deconfined phase of a dg-form Abelian
gauge theory. These membranes intersect the boundary ∂A of
region A in closed membranes of dimension dg − 1, with the
restriction that these intersections are always boundaries of
a membrane of dimension dg contained in ∂A. For example,
consider the entanglement of membrane model in Eq. (19) in
D = 3 when the boundary of region A is a torus T 2 (note that
the form of Hamiltonian for membrane theory is identical in
D = 3 and D = 4). When a closed membrane intersects ∂A =
T 2, one sees that one can only obtain an even number of closed
loops along any noncontractible cycle of T 2, which would
therefore form the boundary of two-dimensional membrane.
Returning to the general case, let us denote the number of
independent n-dimensional membranes that belong to ∂A
by Cn and those that are boundary of a n + 1-dimensional
membrane by Bn.

Using the definition of Betti numbers26 and simple linear
algebra, one finds that the entanglement entropy SA

SA ∝
dg−1∑

n=0

(−)dg−1+nCn −
dg−1∑

n=0

(−)dg−1+nbn. (20)

Since the Cn are expressed in terms of local quantities such
as the number of edges, vertices, etc., that lie on the boundary
without any additional constraint, we identify the first sum as
Slocal and the second as Stopological. The proportionality constant
depends on the gauge group and akin to three dimensions
equals log(|G|), where |G| is the number of elements in the
Abelian gauge group (note that the calculation of TEE in D = 3
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FIG. 3. Panels (a) and (b) show two valid ABC constructions
[Eq. (15)] in three dimensions that can be used to extract the TEE. In
(a) the cross section of a torus has been divided into three tori A, B, and
C, while in (b) a torus that has been divided into three cylinders A, B,
and C. Panel (c) shows an invalid construction as explained in the text.
In all three figures, we define region D to be the rest of the system.

V. TOPOLOGICAL ENTANGLEMENT ENTROPY IN D > 3

Independent terms in Stopological in arbitrary dimensions.
Following our discussion of TEE in D = 3, in this section we
study the independent contributions to Stopological in a general
dimension D > 3. The boundary ∂A of a D-dimensional
region A is a compact manifold that is characterized by
Betti numbers, b0, . . . ,bD−1 that describe various orders of
connectivity of the surface (see, e.g., Ref. 26).

We assume a linear relationship, SA = −
∑D−1

k=0 γkbk . In
principle, in higher dimensions the entanglement entropy
could depend on more subtle topological properties of the
boundary, but we focus only on this form. Further, as we see
below, this form turns out to be sufficient for Kitaev models that
describe discrete p-form gauge theories (p ! 1) in arbitrary
dimensions.

To see how many types of topological entropy can exist
in higher dimensions, first note that for compact manifolds,
the Betti numbers have a symmetry, bk = bD−1−k and hence
the sum may be cut short, at k = ⌊D−1

2 ⌋. Furthermore, owing
to the relation χ =

∑D−1
k=0 (−1)kbk , in all odd dimensions a

part of the topological entropy may be absorbed into the local
entropy, reducing the number of coefficients by one more.
Hence, there are n topologically nontrivial contributions to the
entanglement entropy in 2n and 2n + 1 dimensions:

SA,topological

=
{−γ0b0 − γ1b1 − · · · − γ D

2 −1bD
2 −1, if D is even,

−γ0b0 − γ1b1 + · · · − γ D−3
2

bD−3
2

, if D is odd.

(17)

Precisely such a hierarchy of states associated with different
Betti numbers has been arrived at by Ref. 13 by constructing

a sequence of Kitaev “toric-code” type models where the
ground state is a superposition of all p-dimensional manifolds
on a lattice (for 1 " p " D − 1). This state is dual to the
superposition of all q = D − p dimensional manifolds, so the
number of distinct models is ⌊D

2 ⌋, the same as the number of
types of topological entropies.

Stopological for gauge theories in arbitrary dimensions.
Similar to three dimensions, one may study models of discrete
gauge theories to understand these results. For example, on a
hypercubic lattice in D = 4, the string and membrane theories
describe very different ground states14 and unlike D = 3, the
membrane theory is now dual to itself, not to the string phase.
Explicitly, in the “toric code limit”2,14 these two theories are
given by

Hstring = −
∑

!

∏

l∈!
τz,l −

∑

vertices

∏

vertex∈ l

τx,l , (18)

Hmembrane = −
∑

l

∏

l∈!
σz,! −

∑

cubes

∏

!∈ cube

σx,!. (19)

As we show now, the entanglement entropy of the model in
Eq. (18) in four dimensions depends on the Betti number b0
of ∂A, while that corresponding to the model in Eq. (19)
depends on the difference b1 − b0. For the sake of generality,
let us derive the entanglement entropy of a generalized toric
model in arbitrary spatial dimensions D whose ground state is
given by sum over all closed dg dimensional membranes. This
ground state describes deconfined phase of a dg-form Abelian
gauge theory. These membranes intersect the boundary ∂A of
region A in closed membranes of dimension dg − 1, with the
restriction that these intersections are always boundaries of
a membrane of dimension dg contained in ∂A. For example,
consider the entanglement of membrane model in Eq. (19) in
D = 3 when the boundary of region A is a torus T 2 (note that
the form of Hamiltonian for membrane theory is identical in
D = 3 and D = 4). When a closed membrane intersects ∂A =
T 2, one sees that one can only obtain an even number of closed
loops along any noncontractible cycle of T 2, which would
therefore form the boundary of two-dimensional membrane.
Returning to the general case, let us denote the number of
independent n-dimensional membranes that belong to ∂A
by Cn and those that are boundary of a n + 1-dimensional
membrane by Bn.

Using the definition of Betti numbers26 and simple linear
algebra, one finds that the entanglement entropy SA

SA ∝
dg−1∑

n=0

(−)dg−1+nCn −
dg−1∑

n=0

(−)dg−1+nbn. (20)

Since the Cn are expressed in terms of local quantities such
as the number of edges, vertices, etc., that lie on the boundary
without any additional constraint, we identify the first sum as
Slocal and the second as Stopological. The proportionality constant
depends on the gauge group and akin to three dimensions
equals log(|G|), where |G| is the number of elements in the
Abelian gauge group (note that the calculation of TEE in D = 3
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FIG. 10. This figure shows the point splitting and fixed pro-
jection used to define the 3D lattice for the Walker-Wang
models. The dot in the middle of each bond represents a spin
variable.

els which we study in Sec. VI.

A. The 3D toric code

Viewed as a Walker-Wang model, the 3D toric
code13,16 Hilbert space consists of a two state system
�z = ±1 on each edge of the lattice shown in Fig. 10.
The Hamiltonian takes the form

H = �
X

v

Y

i2s(v)

�z

i

| {z }

B

v

�
X

p

Y

i2@p

�x

i

| {z }

B

p

, (10)

where s(v) is the set of three edges attached to vertex v
and @p is the set of ten edges of a plaquette p (bold edges
shown on the 3 types of plaquette in Fig. 14(a)-(c)). As
in 2D, the B

v

take the values ±1 depending on whether
there are an even/odd number of down spins on the edges
coming into vertex v, and B

p

flips the spins on each edge
of p. The fact that B

p

flips a pair of spins at vertex v
implies that [B

p

, B
v

] = 0, and once again [B
v

, B
v

0 ] =
[B

p

, B
p

0 ] = 0, so the model is exactly solvable.

1. Ground states of toric code on T3

The ground state space is defined by the conditions
B

p

= B
v

= 1 for all vertices and plaquettes. As in the
2D case in Sec. II B 1, the condition B

v

= 1 forces the 3D
ground state to be a superposition of closed loops. Re-
call that in 2D, the condition B

p

= +1 implied that the
rules in Fig. 2 (b)-(d) relate the amplitudes of di↵erent
spin configurations. Exactly the same type of calculation
shows the rules in Fig. 2 (b)-(d) relate the amplitudes of

spin configurations in the ground state space of the 3D
toric code.
In the 2D toric code on the 2-torus, the amplitude

of any spin configuration in the ground state could be
related to the amplitude of one of four canonical con-
figurations (shown in Fig. 4) resulting in four degener-
ate ground states. Analogously, on the 3-torus one can
show that any configuration of closed loops appears in
the ground state with the same amplitude as one of the
eight canonical configurations shown in Fig. 11. These
23 configurations can be labelled by three parities

P
n? =

Y

i2n?

�z

i

n = x, y, z (11)

which take values ±1 depending on whether an even or
odd number of loops wind around the n-cycle of the torus.
Here z? is the set of all edges emanating from the plane
(z = 0) in the +ẑ-direction, and similarly for x?, y?. If
we take an equal superposition of all configurations re-
lated to one of the eight canonical configurations by the
equivalences in Fig. 2(b)-(d) (as shown in Fig. 12) then it
is easy to verify that we get a ground state. This shows
us that the ground state degeneracy is 23, and each dis-
tinct ground state is labelled by the three eigenvalues
P
x? , Py? , Pz? = ±1. On more general closed manifolds

the ground state degeneracy is 2b1 , where b
1

is the num-
ber of independent non-contractible cycles on the mani-
fold (also known as the first Betti number).

2. Excitations in the toric code

The Hamiltonian (10) has two types of excitations:
pairs of vertex defects where B

v

= �1, and lines of pla-
quette defects where B

p

= �1. We can create a pair of
vertex defects with an operator

Ŵ
V

(C
AB

) =
Y

i2C
AB

�x

i

, (12)

where C
AB

is a path connecting the positions of the de-
fects A and B. Graphically we represent the string oper-
ator by laying a string along C

AB

, where it is understood
that the operator acts on kets by fusing this string into
the edges using the rules Fig. 2(b)-(e). The operator
commutes with the Hamiltonian except at its endpoints,
and so the defects are deconfined.

As in 2D, a closed vertex type string operator that
wraps around the boundary of several plaquettes is
just the product of B

p

’s for the enclosed plaquettes
and so trivially commutes with the Hamiltonian. Non-
contractible string operators (i.e., string operators that
wrap around the periodic boundary conditions) are more
interesting because they commute with the Hamiltonian
but cannot be expressed as a product of B

p

’s. Oper-
ators of this form toggle between the di↵erent ground
state sectors discussed in Sec. IIIA 1; for example, a non-
contractible string operator wrapping the z-direction of
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Conclusions

• Physics of topological lattice models is richer in 3D vs. 2D

• All particles are confined when the theory is modular

• Evidence that the topological entanglement entropy in the ground state is trivial 
in the bulk 

• To do:  Make the argument for TEE general 

- Use the modular structure directly (perhaps in terms of lack of symmetry 
contraints on Schmidt coefficients of a bipartite decomposition)

- Investigate TEE for excited states

- Can one deform the Hamiltonian to allow for loop like excitations in the bulk 
with dynamic stability (mass independent of loop size)?
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