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Preface

Through the years I always nurtured my childlike interest in exploration. I knew
that I wanted to explore the unexplored. In the spring of year 2000 it became clear
as the Chilean night sky that my exploration of the unknown should be exploring
the heavens above. At that time, I stood in front of the large astronomical observing
facility of the European Southern Observatory (ESQO), La Silla, in Chile. For the
first time as an astronomy student I had the opportunity to do real astrophysical
science . ..I was excited!!!

The project which I then faced, was to perform the observations which form the
basis of this thesis. It was part of an overall strategy to find out if information
about the structure and evolution of stars in different positions in the Hertzsprung-
Russell diagram (i.e stars of different mass, evolutionary stage, and composition)
could be obtained using the sophisticated tools of asteroseismology (seismology of the
stars). Helioseismology (seismology of the Sun) has provided an incredible amount of
detailed information about the Sun’s physical state (Christensen-Dalsgaard, 1998b,
2002). This thesis describes my part of the project, which is focused on evolved stars
of roughly solar temperature, the so-called red giant stars. This investigation has
special interest in relation to the science preparation of near-future asteroseismic
space missions like ROMER/MONS, MOST, COROT, and Eddington.

Hans Kjeldsen and my supervisor Sgren Frandsen both from Aarhus University,
were granted observing time in the spring of year 2000 on the Danish 1.54m tele-
scope at La Silla. The observing time was dedicated to the observation of the giant
star £ Hydrae, which was the target of my project, and to an additional astero-
seismic investigation of the sdB star PG1605+072, the latter in collaboration with
Simon O’Toole and Timothy Bedding from University of Sydney (O’Toole et al.,
2002) (Paper II). Only the project on & Hydrae will be discussed in this thesis.
The total amount of observation time used for the £ Hydrae observations was 175
hours, distributed over a period of 29 successive nights in March and April and a
shorter period of 11 nights in May of the same year. The total time coverage of
the observations was 71 days (cf. Table 2.2, Chapter 2). In order to investigate
the asteroseismic properties, we wanted to measure the small stellar oscillations of
¢ Hydrae through their effect on the equivalent width of selected spectral lines due
to temperature variations. In the spring of year 2002 additional observations were
made based on radial velocity measurements.

iii



iv

In the following I will use the opportunity to thank the persons who made it
an instructive, exciting, and pleasant time working at the institute during the past
year.

First of all T would like to thank both Hans Kjeldsen and my supervisor Sgren
Frandsen for their guidance during my work on the £ Hydrae project and in the first
place for letting me do real astrophysical observations, which I enjoyed very much.
A special thanks to Hans Kjeldsen for assisting and introducing me to the telescope
the first few days at La Silla. I also appreciate Hans’ unfailing enthusiastic attitude
towards the project even at the moments when the thought crossed my mind to
throw it all away, forget about astronomy, and just be a lawyer instead.

During the time working on the data reductions of £ Hydrae, I also investigated
the distance problem of the Pleiades cluster (Stello, 2000b). Even though the subject
did not directly relate to my project on £ Hydrae, I at least owe these few lines of the
preface of this thesis to thank Poul Erik Nissen and Frank Grundahl for encouraging
me to make my first publication based on my investigation of the Pleiades cluster
(Stello & Nissen, 2001) (Paper III). This process taught me a great deal about the
more practical aspects of astrophysical science. The experience I gained from doing
that work has been a tremendous help in my current investigation of ¢ Hydrae and
in the writing of this thesis.

I would like to thank Hans Bruntt, Teresa Teixeira, Frank Pijpers and Jgrgen
Christensen-Dalsgaard for helping me obtaining the stellar parameters and model
calculations of ¢ Hydrae. I thank Martin Knudsen for letting me analyse his data
on HR1217 to compare with my own data. Frank Grundahl, Kim Lang, and Martin
Knudsen should be thanked for helping me in the start-up phase as I was a novice
IDL user. My officemates Svend Runge, Steffen Hokland, and Mathias Egholm
deserve credit for the good atmosphere, including the smell of Yum-yums, fruitful
discussions on IDL, Latex, and Unix commands, and the leftovers of cake from the
General Physics Colloquiums - which was greatly appreciated during late working
hours.

Hans Kjeldsen should be thanked for fruitful discussions and for reading the first
draft of this thesis, which has greatly improved the presentation of my results. I also
thank Teresa Teixeira for her comments on the scientific presentation of this thesis.
I am indebted to Brandon Tingley for reading through the entire thesis, to correct
my non-perfect English grammar, which I appreciate very much.

Last but not least a cordial thanks to my wonderful girlfriend Kristine. Thanks
for all the things you did for me (non mentioned non forgotten) especially during
the time of writing this thesis .. .grazie mia principessa ;0)

Dennis Stello
Arhus, August 15, 2002



Structure and notations

This short introductory chapter explains the overall structure of the thesis and the
applied general notations.

This thesis outlines the data reduction and analysis of two independent data
sets. The first data set was partly collected by myself in the spring of 2000 and will
be designated the equivalent width data set. Using another instrument, a new data
set on the same target star was collected in the spring of 2002. This second data set
will be designated the radial velocity data set.

Instead of dividing the thesis in two parts, one for each data set, following the
chronological order of the observing process, I decided to make a subject structure.
Within each subject or chapter the two data sets are then described in separate
sections (see further the table of contents).

For the entire data reduction and analysis a total of 36 IDL' programs were
created. These programs are described through detailed headers and comments for
each part of the code of the programs. Due to their specific nature, the source codes
of these programs are not included in the thesis, but can be supplied by request to
the author. The programs are marked with bold face in the thesis.

At the end of the thesis, my publications are included:

- Paper I: Detection of solar-like oscillations in the G7 giant star & Hya.
Contribution: Got the idea for observing ¢ Hya using the CORALIE spec-
trograph. Shared primary author together with Sgren Frandsen. Have been
involved in all parts except the modeling.

- Parer II: Time-series spectroscopy of pulsating sdB stars - II. Velocity analysis
of PG1605+072.
Contribution: Performed part of the observations.

- Parer III: The problem of the Pleiades distance. Constraints from Stromgren
photometry of nearby field stars.
Contribution: All the data analysis and the writing of the paper.

'Interactive Data Language (IDL).
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In order to use simple notation the following denotes

the average of z: (z);
c equals the average of a and b: ¢ = (a, b);
short notation for seconds: ’s’, e.g. 12s;

quantity 'Q’ and its error 'E’: Q(E), e.g. 12.2(3) means 12.24+0.3, or 12.2(3.1)
means 12.2 + 3.1.
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Chapter 1

Introduction

An understanding of the structure and evolution of stars is central to much of astro-
physics, which, besides the astronomical interest, also has large impact on a range of
physical areas like gas and plasma theory. To be able to understand stellar structure
and evolution, we must study stars at different evolutionary stages.

As briefly described in the preface of this thesis, the goal of the current investiga-
tion is to test to what extent the concepts of asteroseismology (i.e. the investigation
of convectively powered oscillations, also called solar-like oscillations; cf. Sect. 1.2)
can be applied to the red giant stars. In order to examine this, the properties of
the oscillations of giant stars, and in particular the target star £ Hydrae (for short,
& Hya), are investigated. If it turns out that the observations support the theoretical
asteroseismic predictions, the concepts of asteroseismology will provide a powerful
tool to study the stellar structure of stars in this late evolutionary state, the red
giant phase.

I will in this chapter give the background information needed to understand how
this goal can be achieved. First, I introduce the type of stars which this current
investigation focuses on, namely the red giant stars. I explain the state of evolution
and give the characteristic ranges of the basic stellar parameters mass, luminosity,
and radius for these kind of stars (cf. Sect. 1.1). Second, in Sect. 1.2, an introduc-
tion is given to the basic concepts of asteroseismology, especially related to solar-like
oscillations. Based on the presented theoretical predictions and known observational
results, the oscillation properties of red giant stars are discussed with the aim of de-
termining the prospects for studying giant stars with asteroseismic tools. This will
include a specific list of goals which are expected to be attained (cf. Sect. 1.3). This
will be followed by a presentation of observational tools and a description of the
techniques used in this investigation to detect stellar oscillations in the target star
& Hya (cf. Sect. 1.4). Finally at the end of this chapter, I introduce the target star,
¢ Hya, and present its basic stellar parameters and expected asteroseismic properties
(cf. Sect. 1.5).



2 CHAPTER 1. INTRODUCTION

I will in the following not present a complete overview of the theory of stellar
evolution but merely stress a few parts relevant for the introduction of the red giant
stars. An excellent introductory text on the theory of stellar evolution is written
by Christensen-Dalsgaard (1995). As a background, the general stellar evolution of
a b Mg star is nevertheless shown in Fig. 1.1. It shows an illustrative, though not
state-of-the-art, stellar evolutionary track, including specified evolutionary charac-
teristics of the different phases, of a 5 Mg star in a luminosity vs. effective temper-
ature diagram, the so-called Hertzsprung-Russell (HR) diagram. The evolutionary
track ranges from the beginning of central hydrogen burning (at the zero age main
sequence, or ZAMS, marked at point 1 in Fig. 1.1) to the asymptotic giant branch
(after point 14) where the star finally shows massive mass loss and develops into a
white dwarf.

1.1 The red giant stars

1.1.1 Evolutionary state

Theoretical stellar models predict that a star close to the end of its evolution after
roughly 90% of its life time when core hydrogen is exhausted, will expand and
become a red giant star. The onset of the first' giant phase is indicated at point 6
in Fig. 1.1.

The red giant stars occupy a very muddled region of the HR diagram positioned
on the right-hand side of the instability strip?. The evolutionary tracks of stars with
main sequence spectral classes ranging from late B to K all converge in this region
as they enter the red giant phase, with spectral class late G to M. The evolutionary
tracks corresponding to the phase from point 6 to point 8 in Fig. 1.1 are therefore
quite close to each other. The effect is clearly seen in Fig. 1.2. This makes it
difficult to determine the stellar progenitor of a giant star, especially if the typical
errors of the observed stellar parameters of these stars and thus the stellar position
in the HR diagram are taken into account (typical errors are: o7, ~ 50-100K,
OL/Le ™ 3-9). The exact evolutionary stage of a red giant star is also subtle due
to the difficult determination whether the star is ascending (from point 6 to 7; Fig.
1.1) or descending (from point 7 to 8) the red giant phase.

1.1.2 Basic parameters and interior characteristics

Models of red giants have masses ranging from 0.2-10 M and radii ranging from 2-
100 R (Hatzes & Cochran, 1998). Luminosities of red giants range from a few tenths
to one thousand times the luminosity of the Sun. Thus, in general, red giant stars
are large compared to their progenitor and have consequently low surface density
(log g ~ 1.5-3.0 cm/s?), temperature (~ 3500-5000 K), and rotation rate (vsini ~ 1-
10km/s) (Allen, 1973; Pasquini et al., 2000). Additionally, they may suffer mass loss

!The second giant phase following point 14 on Fig. 1.1 will not be discussed in this thesis.
2The instability strip and three red giant stars are indicated in Fig. 1.3, on page 6.
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Figure 1.1: The stellar evolutionary track of a metal rich 5 Mg star in the Hertzsprung-Russell
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in this late evolutionary phase. Spectroscopically they show very narrow absorption
lines. The stellar parameters of the target star £ Hya are given in Sect. 1.5.

Due to the low surface temperature, the opacity in the outer envelope of giant
stars is high and therefore the radiative temperature gradient (i.e. the gradient
required to transport the entire luminosity by radiation) becomes correspondingly
higher than the adiabatic gradient. Hence energy transport will take place via gas
motion where relatively hot gas cells rise and cooled gas falls. This process is known
as convection. The convection zone of giant stars starts at the surface and penetrates
deeply into the interior as the star expands on its way up the Hayashi track (from
point 6 to 7 in Fig. 1.1) (Christensen-Dalsgaard, 1995; Gray & Nagel, 1989).

1.2 Asteroseismology

In this section I describe the concepts of asteroseismology necessary to understand
the observational and theoretical methods used in the current investigation.

Many stars, positioned differently in the HR diagram, are known to be variable.
Fig. 1.3 shows an HR diagram where the approximate regions of known variable
stars are indicated (see figure caption). Inside the instability strip, between the two
parallel nearly vertical dashed lines, are the classical large amplitude (~ 1 magnitude;
Cox (1980)) variable stars, the Cepheids. The variability of these stars has been
known for many years and has provided information on e.g. the intergalactic distance
scale (Sandage & Tammann, 1968). The general excitation mechanism for the stars
inside the instability strip is the so called k-mechanism, which is opacity driven (Cox,
1980). For further details about the k-mechanism consult Baker & Kippenhahn
(1962).

The group of variable stars including the Sun (labeled “Solar-like” in Fig. 1.3)
show much lower variability than the classical Cepheids (amplitudes are in the or-
der of 107% mag; Kjeldsen & Bedding (1995)), requiring sophisticated observational
techniques to detect (cf. Sect. 1.4). The oscillations that cause this low amplitude
variability were identified for the first time in the Sun (Leighton et al., 1962), hence
the designation solar-like oscillations. The period of these oscillations is roughly 5
minutes for the Sun.

The now well-known five-minute oscillations of the Sun are believed to be stochas-
ticly excited by turbulence in the outer convection envelope of the Sun (Goldreich
& Keeley, 1977). These oscillations are characterized as acoustic waves, with the
pressure gradient being the dominant restoring force, hence their name - p-modes.
In e.g. white dwarf stars another type of oscillations has been observed (e.g. Winget
et al., 1991), called g-modes. The dominant restoring force for these modes is buoy-
ancy. Even though there have been a few claims of detections of g-modes (e.g.
Gabriel & the GOLF Team, 1998), only p-modes have clearly been detected in the
Sun (Appourchaux et al., 2000).

The solar p-modes contain information about the sound speed in the gas which
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the Sun (both ®). (The figure is slightly modified compared to the original, which has kindly been
supplied by J. Christensen-Dalsgaard.).
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is related to physical parameters in the interior of the Sun (e.g. the density and
the mean molecular weight). It is from seismic investigations of these oscillations
(Helioseismology) that we can study the solar structure. That has provided valuable
information about the depth of the solar convection zone, the large-scale rotation,
and is beginning to yield information about the complex subsurface structure and
dynamics of sunspot regions. (Christensen-Dalsgaard, 1998b, 2002)

Extending the sophisticated tools of Helioseismology to other stars (Asteroseis-
mology) can reveal important information about different stellar parameters. The
theoretical stellar models can be tested and stellar parameters thereby constrained.
Additionally, a better knowledge of the excitation and damping mechanism of the os-
cillations can be gained, which would lead to a more correct treatment of convection
in stellar modeling.

Asteroseismology suffers, though, from the fact that the oscillations are of ex-
tremely small amplitudes?, or more correctly expressed, that the stars are so far
away from us* compared to the Sun. A star of 3.5 magnitudes like & Hya (cf. Ta-
ble 1.1), would provide only ~ 10 !2 the number of photons relative to whole disk
integrated light observation of the Sun. Furthermore, it is not possible to resolve
the stellar surface like in the solar case. Thus many oscillation modes which require
high spatial resolution (those of many sign changes across the stellar hemisphere)
will not be detected in the whole disk integrated light observation of other stars. It is
therefore not expected, that asteroseismology on other stars will reveal information
of such detail as in the solar case.

The observational results actually obtained in recent years are beginning to reveal
very interesting information in a handful of dwarf stars and sub giants in the solar-
like region (indicated in Fig. 1.3). In particular, the last year has been exciting,
which suggests that the coming decade will be a breakthrough for asteroseismology
observations. A short summary of what has been achieved will be given in Sect.
1.2.2 after the basic properties of the oscillations have been given in Sect. 1.2.1.

Before emphasizing the oscillation properties which will be used to understand
and interpret the observational data in later sections (cf. Chapter. 5) I give a few
relevant references to the subject. For a thorough introduction to the physical basis
for understanding stellar pulsations consult the text of Cox (1980), or Christensen-
Dalsgaard (1998a). In addition, a brilliant review of asteroseismology has been
written by Brown & Gilliland (1994).

3The solar oscillation amplitudes are roughly 23 cm/s in radial velocity, which in luminosity is
a variation of 4 ppm (parts per million) (Kjeldsen & Bedding, 1995).

4That the solar-like oscillations display such small amplitudes assures in fact that the modes
only have a small influence on the stellar structure, and that linear theory is adequate to describe
the mode characteristics (Brown & Gilliland, 1994).
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1.2.1 Oscillation properties

If a star is assumed to be spherical, which is a reasonable assumption®, each oscilla-
tion mode is characterized by a function &, which is a product of a radial component,
&(r), and a spherical harmonic, Y (0, ¢), (with notation of Brown & Gilliland, 1994)

Enim (1,0, ¢, 1) = Eu(r)Y;™ (0, g)e”2mmimt (1.1)

¢ could be any scalar perturbation (e.g. luminosity, radial velocity, equivalent width;
cf. Sect. 1.4) which is associated with the small radial displacements of the oscil-
lation mode. Here r, 6, ¢ are the usual spherical coordinates, ¢ is the time, and
Vpim 18 the mode frequency, which depends on the set of mode quantum numbers
(n,l,m) defining each mode. The radial order n specifies the number of nodes of
the mode between the center and the surface of the star. Since n is related to the
depth structure of the mode it is not directly observable. The angular degree [, or
rather /I(l + 1), is roughly speaking the number of wavelengths along the stellar
circumference (Christensen-Dalsgaard, 1998a). Thus high degree modes show many
variations (sign changes) across the stellar hemisphere. The azimuthal order m is
the projection of [ onto the stellar equator, thus taking values between —I and +I.

When a wave associated with a given oscillation mode penetrates into the interior
of a star it bends due to the increasing sound speed, and therefore reaches a certain
depth, called the turning point, and moves outward again, to be reflected at the
surface, etc. Modes of lower degree reach larger depths; a special case is the [ = 0
mode which is purely radial.

Observational response

When observing a distant star the stellar surface cannot be resolved, and therefore
the high degree modes tend to cancel out. The cancellation-effect as a function of
degree [ can be described by the so-called response function, which is the ratio of the
observed amplitude to the actual amplitude. The response depends on both center-
to-limb variations of the intensity (classical limb darkening; cf. Gray (1992)) and on
the particular perturbation under consideration (i.e. the observed oscillation signal).

The radial velocity oscillation signal (cf. Sect. 1.4) has a projection factor into
the line-of-sight, which makes it less sensitive to [ = 0 and [ = 1 modes compared
to the luminosity signal. However, due to higher weight of the central parts of the
stellar disk relative to the edge, radial velocity measurements allow one to detect
modes of higher degree (I < 3) than by taking only luminosity measurements. (cf.
Christensen-Dalsgaard, 1998a, Fig. 2.2).

The equivalent width of the Balmer lines (cf. Sect. 1.4) also contains spatial
information, through an effect analogous to limb darkening. Manifested by a possible

5This assumption is especially good for slowly rotating stars, like red giants.
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detection of a [ = 3 mode in the star n Bootis, the investigation of Kjeldsen et al.
(1995) indicated for the first time that a “limb darkening” effect of the equivalent
width of the Balmer lines existed. This effect was confirmed by Bedding et al.
(1996) who analysed stellar atmosphere models with temperatures around solar to
produce intensity spectra at different points on the stellar disk. Due to changes in
the formation depth of the spectral lines, the equivalent width of the H, and Hg line
decreased from center to limb. The approximate decrease at 70° degrees from the
center of the stellar disk was ~ 70% relative to the center. This can be compared
to the decrease in intensity by classical limb darkening which at 70° degrees yields
roughly 40-50% using the Eddington approximation for the temperature structure
in the stellar atmosphere (the grey case) (Gray, 1992). The “limb darkening” effect
of the equivalent width of the Balmer lines is significantly larger than the classical
limb darkening. The conclusion drawn by Bedding et al. (1996) was that this Balmer
line “limb darkening” effect enables detection of modes with | < 4 for whole disk
integrated light observations.

Interpretation of frequencies and amplitudes

Observations of the stellar oscillations yield their frequencies and amplitudes. The
frequency can provide information on the density of the star, while the amplitude
can reveal information about the driving and damping mechanism of the modes and
the surface gravity. Furthermore through comparison between theoretical predicted
frequencies and the observed frequencies it is possible to place constraints on the
parameter space for the observed stars.

Frequencies: In general there is no simple relation between frequency, vy, and
the quantum numbers n, [, and m. But as long as the star does not rotate, which
in general is a fair approximation in the case of red giant stars, the orientation of
the polar axis is arbitrary, hence the frequencies are independent of m.® In the limit
where | < n, asymptotic theory can be applied (e.g. Christensen-Dalsgaard, 1998a;
Tassoul, 1980) and the frequency can be approximated by (with notation of Brown
& Gilliland, 1994)
l Al(l+1) —
Unl = Al/o (’ﬂ + 5 + 6) — —n(+_;—/2)+ 677

where Ayy, A, €, and 71 are constants involving integrals over the structure of the
stellar interior. If the second term on the right-hand side (which is small) is ig-
nored, the power spectrum of the time series is expected to show an equally spaced
frequency pattern with a primary separation of Avy, called the large separation, be-
tween successive values of n. Modes with odd values of [ fall halfway between even
[ modes, which are degenerate with those of successive n (thus: vy, ; = vp41,-2).

(1.2)

5This m independency is due to the cancellation of the equal regions of positive and negative
sign of the modes with m # 0, when the polar axis is chosen as the line of sight. A visualization of
selected modes (or rather the spherical harmonic part) with different quantum numbers (I, m) can
be seen in Christensen-Dalsgaard (1998a, Fig. 2.1).
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Ay is roughly equal to the inverse of two times the sound travel time from the
surface to the center, which is related to the mean density, p = M/R3, of the star
(Kjeldsen & Bedding, 1995):

aw = (2 )"

M/Mg\1/2
- (R3//R§) % (134.92 + 0.02) uHz . (1.3)
Here, c; is the local sound speed, and R and M are the stellar radius and mass. The
© indicates the solar values, and Ay o = 134.92(2) pHz is adopted from Toutain &
Froehlich (1992).

The deviation from the perfect equally spaced frequency pattern comes from the
last term on the right-hand side of Eq. 1.2 and is defined as: 0y = vp — Vny1,1-2,
which is not constant. This is called the small separation and contains information
about the molecular weight in the stellar core and hence the age, due to the changing
molecular weight during nuclear burning (Ulrich, 1986).

The frequencies of solar-like oscillations are distributed in a broad frequency
range reflecting the stochastic nature of the excitation mechanism (cf. Christensen-
Dalsgaard & Frandsen, 1983). The frequency distribution is modulated by an en-
velope, which has a maximum “peak” and two tails reflecting the balance between
acoustical energy generation by turbulent convection and linear damping. Houdek
et al. (1999) stress that it is the modulation of the turbulent fluxes (heat and mo-
mentum) by the pulsations that seems to be the predominant mechanism for the
excitation and damping of solar-like oscillations. The comparison of the amplitude
distribution of the Sun with that predicted by theory shows a non-perfect match,
especially at the high frequency range (Houdek et al., 1999, Fig. 8). The imprecise
theoretical description of the amplitude distribution is primarily due to the lack of
a proper theory of convection in a pulsating environment.

The frequency vmax, which has maximum amplitude, indicates the position of the
oscillation envelope. Brown et al. (1991) presented a scaling relation to estimate v ax
for an arbitrary star, given its mass, radius, and effective temperature. They assume
that vmax scales with the acoustic cut-off frequency, which sets the intrinsic upper
limit to the observed frequencies (cf. Christensen-Dalsgaard & Frandsen, 1983), and
hence can be written as:

M/M
= /Mo x 3.05 mHz (1.4)

Ve (R/Re)? \/Tet/ Test o
when using the solar values, designated with ®, vyaxe = 3.05mHz, and Teg o =
5777K. Ignoring A and 7 in Eq. 1.2, using ¢; ~ 1.6, and inserting Egs. 1.3, 1.4
yields the prediction of the order n with maximum power:

M/M 1/2
Nmax = ((R/R@) (Teff(;Teff,Q)) X 22.6 — 1.6. (1.5)
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Amplitudes: Christensen-Dalsgaard & Frandsen (1983) calculated the expected
oscillation amplitudes of a variety of stars in the near solar-like region (cf. Fig. 1.3).
These calculations were based on the equipartition between the oscillation energy
integrated over the star and the kinetic energy in one convective eddy having the
same turnover time as the period of the oscillation?. This simplified description for
the excitation mechanism was suggested by Goldreich & Keeley (1977).

To be able to estimate the oscillation amplitude for any given star, Kjeldsen
& Bedding (1995) introduced a scaling relation of the radial velocity amplitude,
Vosc, based on the model calculations of Christensen-Dalsgaard & Frandsen (1983)
and the measured solar velocity amplitude (vosc,o = 23.4 £ 1.4cm/s). The scaling
relation given by Kjeldsen & Bedding (1995, Eq. 7)% is

L/Lo

Vosc = MM, x (23.4+14)cm/s (1.6)

where L and M is the luminosity and mass respectively, and ® indicates the solar
values.

Subsequent detections of solar-like oscillations in a handful of stars (cf. Sect.
1.2.2) have recently given rise to a revision of this relation by the same authors
(Kjeldsen & Bedding, 2001), who proposed a 1/g scaling relation, where g is the
stellar surface gravity. Noting that L/M Tjﬂ /g, the 1/g relation is

L/Lg
Vosc =
(M/Mg)(Tesr/ Tegr,0

i > (23.4+1.4)cm/s (1.7)

which can be expressed in terms of luminosity variations if combined with the rela-
tion between vosc and (6L/L)po (Kjeldsen & Bedding, 1995, Eq. 5)?,

-1
(6L/L)ba = % x (17.7 £ 0.4) ppm
e eff,

N (M/MG)IEQ:;/Teﬂ’@)&s X (4.1+0.3) ppm , (1.8)

where Teg o = 5777 K (note that 1 ppm equals 1.086 mag).

Using L RQTfﬁ and neglecting any variation in the radius due to the ex-
tremely small amplitudes of the solar-like oscillations, the relative change in the
bolometric luminosity is related to the relative change in temperature by (6L/L)po =
40Tt /Ter. Combining this with Eq. 1.8 and the temperature dependence of the

"They neglected any damping.

8This scaling relation was confirmed by Houdek et al. (1999, Fig. 15), who found it to be in
good agreement with their more thorough theoretical predictions, at least for stars situated close
to the Sun in the HR diagram.

9The velocity-luminosity relation of Kjeldsen & Bedding (1995) is based on a fit to observed
luminosity and velocity amplitudes for 90 stars, which display p-mode oscillations of relatively
large variability (amplitudes) driven by the k-mechanism (Baker & Kippenhahn, 1962), and has an
accuracy of 2.2%.
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equivalent width, W, 5WW = %1111111/%/ . %, (cf. Eq. 1.12, Sect. 1.4) finally gives an

estimate of the equivalent width variation:

oW O0lnW L/Lg
W 0lnTeg (M/Mg)(Tefr / Tett 0)° x (1.0 £ 0.1) ppm . (1.9)

where dln W/901InT, the temperature sensitivity, can be found for different spectral
lines through the analysis of synthetic stellar spectra (Bedding et al., 1996) (cf. Sect.
1.4).

Testing these predicted amplitudes for the red giant stars could provide valuable
information about the the excitation mechanism and the damping effects.

1.2.2 Achieved results

This section shortly summarizes the observational results obtained until now from
a handful of dwarf stars and sub giants in the solar-like region (cf. Fig. 1.3).

Using the equivalent width method (cf. Sect. 1.4), Kjeldsen et al. (1995) showed
indications for p-mode oscillations in the sub giant star n Boo (cf. Fig. 1.3, square),
with an observed excess of power centered approximately 40% above the expected
frequency range (using Eq. 1.4). The estimated amplitude was ~ 45 ppm, approxi-
mately 30% above what is expected from the scaling relation of Bedding et al. (1996,
Eq. 3), which corresponds to Eq. 1.9 based on L/M scaling (Eq. 1.6) instead of
1/g scaling (Eq. 1.7). They identify individual frequencies and estimate the large
frequency separation to be fairly close to the expected value based on scaling from
the solar case (Eq. 1.3).

Later research using radial velocity measurements (cf. Sect. 1.4) by Brown et
al. (1997) did not confirm p-mode oscillations with the observed amplitude for the
frequency interval reported by Kjeldsen et al. (1995), setting a limit on the ampli-
tude which was three times smaller than the earlier estimate.

Radial velocity measurements provided clear detection of power excess at the
expected frequency range by Marti¢ et al. (1999) on the sub giant star « CMi (Pro-
cyon) (cf. Fig. 1.3, plus). Their estimate, which is an upper limit for the oscillation
amplitude is approximately 50% smaller compared to the L/M relation (Eq. 1.6).
Nevertheless, the derived large separation (~ 55pHz) is in very good agreement
with the predicted value (Eq. 1.3).

Also using velocity measurements, Bedding et al. (2001) made a clear detection
of excess power, providing strong evidence of solar-like oscillations, in the sub giant
star BHyi (cf. Fig. 1.3, four hooked star). A fit to the asymptotic relation (Eq.
1.2) gave a large separation in excellent agreement with that predicted by scaling
from the solar case (Eq. 1.3). Their analysis showed significant departures from
the asymptotic relation (Eq. 1.2). The estimated oscillation amplitude was roughly
30% below what is implied by the L/M scaling relation (Eq. 1.6).
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The detection by Bedding et al. (2001) was confirmed by Carrier et al. (2001),
who found significant excess power at the same frequency interval with approxi-
mately the same large frequency separation, but at a slightly lower amplitude.

With observations in velocity, Bouchy & Carrier (2001) made a clear detection
of p-mode oscillations in the dwarf star a Cen A (cf. Fig. 1.3, within the ®-mark).
The excess power, the frequency splitting, and the amplitude all show excellent
agreement with whose predicted by theory'®. Finally, clear detection of p-mode
oscillations has been found in the sub giant § Eri (cf. Fig. 1.3, diamond) by Carrier,
F., et al. (2002).

1.3 Asteroseismic prospects of giant stars

After an outline of the asteroseismic results obtained for giant stars, the goals of the
current investigation will be emphasized more specifically, based on the introduced
asteroseismic concepts (cf. Sect. 1.2).

Based on theoretical calculations, it is expected that the turbulent outer convec-
tion in the near-surface layers of giant stars (cf. Sect. 1.1.2) causes the same type
of stochasticly excited oscillations as seen in the Sun (Goldreich & Keeley, 1977;
Christensen-Dalsgaard & Frandsen, 1983) (cf. Sect. 1.2).

Due to the high luminosities of giant stars (cf. Sect. 1.1.2), it is in general
possible to detect many photons from these stars, and from the scaling relations
(Egs. 1.6, 1.7) they are expected to display significantly larger oscillation ampli-
tudes compared to stars positioned closer to the ZAMS (cf. Fig. 1.3). This makes
the giant stars interesting candidates for asteroseismic studies, because it should be
possible to achieve a fair signal-to-noise, enabling detection of the relatively small
solar-like oscillations. It is, however, not known if the characteristics of the solar-like
oscillation frequencies, such as the distribution of frequencies and their amplitudes,
known from the extended investigations of the Sun and the more “solar-like” stars
(e.g. Kjeldsen & Bedding, 2001), apply to the giant stars, and hence if it would be
possible to identify modes and measure e.g. the large frequency separation (cf. Sect.
1.2).

Until now very little has been done observationally and theoretically concerning
variability caused by solar-like oscillations of red giant stars. This investigation is
expected to be a breakthrough in that field, especially regarding the quality of the
observational data. Previous detections had periods ranging from a few days to
several hundred days, which are most likely of different origin'!. The long period

'"The very good agreement in the a Cen case is expected since it is nearly a solar twin with mass
1.09 M /Mg, luminosity 1.45 L/Lg, and radius 1.20 R/Re.

"'The very luminous Mira-variables (cf. Fig. 1.3) which have very long pulsation periods are not
discussed here.
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variations (2 100 days) are probably due to rotational modulation of surface fea-
tures and are not discussed in this thesis (consult e.g. Hatzes & Cochran, 1993).

The red giant star which has received the most attention in the context of short-
term variability is aBootis (Arcturus) (cf. Fig. 1.3, pentagon). The variability of
a Bootis has been studied by several authors (e.g. Smith et al., 1987; Cochran, 1988;
Belmonte et al., 1990; Hatzes & Cochran, 1994a) all based on velocity measure-
ments. In general these investigations rely on data sets spanning over a relatively
short time compared to the expected variability periods. This insufficient sampling
of the variability leads to inferred frequencies that should not be trusted too much.
However, there are general indications of excess power for periods of 2-3 days (cor-
responding to 3-6 yHz), which is in agreement with the predicted oscillation period
based on Eq. 1.4 (cf. Sect. 1.2.1) using the following stellar parameters for « Bootis:
L/Lg =184, M/Mg = 0.7, R/Rg = 24.5, Teg = 4300K (adopted from Kjeldsen &
Bedding, 1995, see references herein).

A few other red giants have been investigated and variability periods been esti-
mated (Hatzes & Cochran, 1994b; Walker et al., 1989; Horner, 1996). The results of
these investigations do not give a clear picture, since variability is detected in some
of the common target stars in one investigation but not in the other and vice versa.

To classify and extract general properties of the variability of red giants based on
these studies is very difficult due to the very sparse and often non-consistent results.
One paper, though (Hatzes & Cochran, 1998), presents frequencies of « Bootis based
on velocity data from different studies. It suggests that the combined data show a
solar-like pattern of nearly equally spaced frequencies, even though most frequencies
are given without a corresponding amplitude. However, errors have been found in
this paper including faulty references to the adopted frequencies, and therefore the
paper will not be taken into consideration in the following discussion.

Henry et al. (2000) made a thorough survey for photometric variability in 187
G0-MO giants'? with an absolute visual magnitude range of —3 < My < 3, extending
over a period of five years, where most of the stars were observed for 1-3 seasons.
They were able to detect variability above 0.002 magnitude in 43% of the stars in
their sample, most with periods ranging from approximately 1-3 weeks'3. Included
in their sample were the stars from the Hatzes & Cochran (1998) paper, and even
though variability was observed in most of these stars, they could not confirm any
of the radial velocity periods reported by Hatzes & Cochran (1998). This could of
course be because the stars show different periods at different epochs. The sample
rate of the observations presented in Henry et al. (2000) is not mentioned, but seen
from their plotted time series it is possible that they are simply not able to sample
periods of only a few days or below.

12Their sample covered the region of ¢ Hya in the HR-diagram (cf. Table 1.1, page 20).

13 Although many of these stars exhibited coherent variability at least during a portion of the
observation interval, periodogram analysis failed, in general, to reveal convincing periodicities. The
periods given are therefore representing the time-scales of the typical interval between successive
maxima or minima.
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From the survey of Henry et al. (2000), it can be concluded that the variability
mechanism is different for red giants on the left /hot side of the coronal dividing line'*
(earlier than K2) compared to those on the right /cool side!. In most cases, rotation
modulation of surface features is a highly unlikely explanation for the observed
variability. On the cool side of the coronal dividing line the variability periods are
comparable to those of radial pulsations computed by the formulae of Cox et al.
(1972), whether stars on the hot side have predicted periods much shorter than
observed. Without further discussion the final conclusion given by Henry et al.
(2000) is that the variability of the red giants on the hot side of the coronal dividing
line are most likely due to g-modes.'®

Apart from the investigations on single field stars, Edmonds & Gilliland (1996)
investigated K giants in the globular cluster 47 Tucanae using photometry exposures
with the Hubble Space Telescope. They also find periods of ~ 2-4 days, though it
should be noted that the observation time span was only 39 hours. The stars which
Edmonds & Gilliland focus on have amplitudes of 5-15 mmag and they have a similar
position in the HR diagram as a Bootis (cf. Fig. 1.3) while being somewhat more
luminous!”. Both radial and non-radial modes excited by convection are suggested
as the origin of the observed variations, but due to the short time series no clear
conclusion can be made.

Buzasi et al. (2000) claimed detection of solar-like oscillations in the giant star
aUMa A (cf. Fig. 1.3, triangle). It is however questionable whether their detected
signal is due to solar-like oscillations or not since the observed amplitudes do not
match those predicted by theory. In order to make the frequencies predicted by
theory (Guenther et al., 2000) fit with those observed requires a totally arbitrary
mode selection (cf. Stello, 2000a; Dziembowski et al., 2001).

Theoretical calculations by Guenther et al. (2000) and Guenther (2001) predict
that, for intermediate mass stars (~ 2-5 M), the Brunt-Vaisald and Lamb frequen-
cies which define the regions of the star where g- and p-modes are allowed will cross
when the stars reach the red giant phase (point 6 in Fig. 1.1). This will allow both
g- and p-modes in the same frequency interval to mix in a certain region, called
mode bumping. Due to mode bumping the p-mode frequencies are perturbed, and
eventually the g-modes will completely dominate the non-radial p-modes. Hence
only radial p-modes and g-modes (which are only non-radial) are expected to be ob-

The coronal dividing line separates giants with hot coronae on the left from giants with cool,
massive winds on the right.

15¢ Hya is on the left /hot side of the coronal dividing line.

8In connection to & Hya, it should be noted that the investigation of Henry et al. (2000) is limited
to stars which show variability with amplitudes larger than 0.002 magnitude. This is much larger
than the expected amplitude for solar-like oscillations in & Hya (actually a factor of ~ 10 times
larger) (cf. Table 1.2, page 22).

""The sample of stars investigated by Edmonds & Gilliland (1996) also contained stars of similar
luminosity to £ Hya. For these stars a few were designated possible variables (cf. Edmonds &
Gilliland, 1996, Fig. 1a). Related to Edmonds & Gilliland’s Fig. la, £ Hya would be positioned at
(B—V ~0.95 V ~ 14) if it was in 47 Tucanae.
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served in red giant stars. This also implies that only the large frequency separation
(Eq. 1.3) will be identifiable.

There are still some uncertainties about the physical processes which take place
in the interior of giant stars, e.g. how deeply the convection zone penetrates the
stellar interior. Very little is known about calculated oscillation frequencies for par-
ticular giant stars (Guenther et al., 2000; Dziembowski et al., 2001)'®. In sum, a
thorough investigation of the possibilities for applying the concepts of asteroseismo-
logy to test the structure and evolution of these stars combined with good quality
observational data has not yet been made.

The specific goals which I want to achieve in this investigation are:

e To determine if the target star, £ Hya, displays typical solar-like p-mode os-
cillations (cf. Sect. 1.2) with multiple excited, equally spaced frequencies
distributed in a broad frequency envelope.

e To verify whether the position and amplitude of the frequency envelope follow
the predicted values based on the scaling relations of Sect. 1.2.1 (Egs. 1.4,
1.7, 1.6).

e In the case of a clear detection of oscillations and subsequent verification of
the typical solar-like p-mode nature of these oscillations, the frequencies will
be estimated with the aim to provide a value for the large frequency separation
which yields the stellar mean density of ¢ Hya (Eq. 1.3).

e Finally, the observed frequency spectrum will be compared to a theoretical
spectrum of £ Hya, in order to determine if the theoretical model can reproduce
what is observed.

The achievement of these goals is expected to impact future investigations using
asteroseismology tools which would lead to a better insight on the physical processes
which take place in the interior of these “o0ld” stars, such as mixing processes, energy
transport, and possible mass loss. This will lead to a better understanding of the
stellar structure and evolution at this late evolutionary phase.

This investigation will undoubtedly provide extremely useful information for the
future planning of asteroseismic observation programs, in particular the upcoming
space missions ROMER/MONS (Kjeldsen et al., 2000), MOST (Matthews et al.,
2000), COROT (Baglin & The COROT Team, 1998), and Eddington (an accepted
ESA mission).

8The results presented in Chapter 5 subsequently lead to yet another theoretical paper about
solar-like oscillations, especially focused on £ Hya (Houdek & Gough, 2002).
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1.4 Observational tools

This section presents the observational tools used to detect the tiny solar-like os-
cillations. In this current investigation only the equivalent width method and the
radial velocity method are applied. Each method is only applied on one of the two
independent data sets obtained for this investigation (cf. Chapter 2).

Photometry

The stellar oscillations cause small temperature fluctuations on the surface and hence
variability in the stellar luminosity. If photometry is used to measure these luminosi-
ty variations, one uses the entire amount of detected stellar light in a broad spectral
range to reach a high signal-to-noise (S/N) level; a big advantage of this method.
But, due to turbulence in the Earth’s atmosphere, the stellar light is constantly
perturbed, which makes the stars twinkle. This effect is called scintillation. A few
attempts to detect solar-like oscillations from ground-based photometric observa-
tions have been made, but no clear detections have been obtained. The ambitious
multi-site campaign on the M67 cluster by Gilliland et al. (1993) reached a noise
level of 250 pmag/min, yielding a detection threshold of 20 ymag from one week of
observation, which is more than five times solar. To detect oscillations with solar
amplitude (~ 5 pmag) at the fairly low, 40 detection level, would require 10 months
of full night observation, using a 4 meter class telescope (single site), adopting the
noise of 250 pmag/min reached by Gilliland et al. (1993).1° Due to the scintillation
it seems therefore not feasible to use photometry to detect solar-like oscillations in
other stars than the Sun from the ground. However, it is in principle relatively easy
to detect the oscillations even with a small (~ 30cm) telescope if one observes from
space (cf. Kjeldsen et al., 1999b).

Equivalent width

The temperature fluctuations due to the stellar oscillations which influence the lu-
minosity also give rise to changes in the absorption lines in the stellar spectrum, and
therefore they can be measured through spectroscopy. The appearance of an atomic
absorption line at a particular wavelength in the stellar spectrum depends on the
state of the atom creating the line. To be specific, the line strength depends on the
number of electrons in the right excitation level, which depends on the temperature.

If F. and F) denotes the continuum flux and the flux in a spectral line, the line
profile can be described by the relative line depth (see Fig. 1.4)

_F.—-Fy

R
A Fc )

(1.10)

The dependence of the telescope aperture, D, on the scintillation is only: scinto D™/3,
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if any instrumental distortion is neglected. The equivalent width, W, is a measure
of the total strength of an absorption line and is defined as

W= RydX. (1.11)

line

W can be regarded as the width of a perfectly black rectangular absorption line ha-
ving the same total absorption as the real line (dotted box in Fig. 1.4) (Gray, 1992).
W is independent of scintillation because it measures the spectral line strength rela-
tive to the continuum, so the effect of scintillation cancels out. Hence the precision
of an equivalent width measurement is, in theory, only limited by photon noise.

Flux

-3 -2 -1 0 1 2 3
(A—const)/arbitrary unit

Figure 1.4: Tllustration of a spectral absorption line, simulated as a totally isolated line with a
Gaussian profile (solid line), not affected by other lines or any noise source; the continuum (dashed
line) has been normalized. The parameters introduced in Eq. 1.10 are indicated: the continuum
flux Fe, the line flux F), and the relative line depth Ry. The concept of the equivalent width (Eq.
1.11) is shown as W = A/Fc, the width of the rectangular dotted box, which have an area equal to
the area A of the shaded region, indicating the total absorption of the real line.

Temperature is the variable that most strongly affects the strength and hence
the equivalent width of e.g. the hydrogen Balmer absorption lines for stars in the
temperature regime around solar. Kjeldsen et al. (1995) proposed for the first time
a method to detect stellar oscillations which makes use of the fact that the tem-
perature fluctuations induced by the oscillations affect the equivalent width of the
hydrogen Balmer lines. Due to the limited spectral range used to detect the oscilla-
tions, the fundamental problem of this method is to collect enough photons. Hence
this method can only by applied to relatively bright stars.
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Using @1lnz = dz/z, the temperature dependence of the equivalent width can be
written

5&_ olnW 6T

W ~ oInT T’ (1.12)

where dlnW/91InT is the temperature sensitivity.

Bedding et al. (1996) made a thorough investigation of the temperature sensi-
tivity of the Balmer lines and other spectral features using synthetic stellar spectra.
This investigation only concerned stars in the temperature regime of 5600-6600K and
with solar metallicity and surface gravity. As stated by the authors, calculations of
the H, line by Fuhrmann et al. (1993) indicate that changing these parameters has
little effect on the equivalent width, which is true for the temperature regime around
solar. The change in temperature sensitivity of the equivalent width due to changes
of the surface gravity sets in for temperatures above ~ 7500K (Gray, 1992, Fig.
13.8), and is thus of no concern in the investigation of red giant stars (cf. Sect.
1.1.2).

If the results of Bedding et al. (1996) are roughly linearly extrapolated into the
regime of Teg ~ 5000 K, which is the approximate effective temperature of the target
star ¢ Hya, the temperature sensitivity of the primary target line, H,, would read,
OlnW/dInT ~ 7. The reason for choosing the H, line as primary target line is
discussed in Sect. 2.1.2.

Radial velocity

Since part of the data used in the data analysis is based on radial velocity measure-
ments, a introduction of the concept of radial velocities is necessary.

Like the equivalent width method, measurements of the radial velocity rely on the
absorption lines in the stellar spectrum. But instead of measuring the line strength,
the radial velocity method measures the position of the spectral lines. The position
of an absorption line in the spectrum depends on the difference between the energy
levels of the atomic transition causing the absorption

-1 E2 - El
>‘(1,2) = (1.13)
where Fy and E; are the upper and lower atomic energy levels of the transition, and
A(1,2) is the wavelength of the photon which is absorbed by the atom.

The stellar oscillations cause physical displacement of the gas which can be mea-
sured as a wavelength shift of the light emitted by the gas; the Doppler shift. Hence
the stellar spectrum will move relative to a reference spectrum, e.g. a calibration
lamp. The radial velocity, V., of the gas projected onto the line-of-sight gives rise

to a shift
oV
—_~ 1.14
S (1.14)
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The relative shift 6A/X is very small for solar-like oscillations (in the solar case:
SA/X = 8 x 10719), and so the radial velocity technique requires an extremely stable
high-resolution spectrograph.

1.5 Stellar parameters of ¢ Hydrae

In this section, the observed stellar parameters of ¢ Hya, partly taken from the litera-
ture, are presented. The theoretical stellar parameters are estimated and expected
asteroseismic properties are calculated based on the scaling relations described in
Sect. 1.2.1. This includes stellar evolutionary tracks for ¢ Hya, which, in addition to
the mass determination, are used to select a theoretical stellar model for pulsation
analysis in Sect. 5.3.4.

Table 1.1: Parameters for £ Hya

Parameter Designation/Unit Value & (error)

Bastc parameters:

Star ID HR/HD/HIP 4450/100407 /56343
Coordinate® RA(J1991.25) 11* 33™ 00326
Coordinate® Dec(J1991.25) —31° 51" 271
Distance(®?) d/pc 39.6(1.3)
Visual magnitude® V /mag 3.541(7)
Atmospheric parameters:

Spectral type? MK-type G7 111
Effective temperature Ter /K 5022(100)
Rotation® V sini/km/s 1.8(1.0)
Gravity’ log g/cm/s? 2.9(2)
Metallicity [M/H] 0.06(7)
Absolute visual magnitude My /mag 0.55(10)
Absolute bolometric magnitude M1 /mag 0.28(12)

% The Hipparcos Catalogue (Perryman et al., 1997).

b Based on the parallax: 7 = 25.23(83) mas.

¢ Mean value from Lausanne photometric database GCPD (Mermilliod et al., 1997).
4 The [Fe/H] Catalogue (Cayrel de Strobel et al., 1997).

¢ Using (z) = 60° £ 30° the expected rotation is (V) = 2.1(1.3) km/s.

f McWilliam (1990).

Table 1.1 presents both known basic parameters and those parameters charac-
terized by the properties of the stellar atmosphere. Some of the parameters are
specially determined for this investigation, while others are adopted from the litera-
ture. The errors are assigned within parenthesis.

According to the literature the quoted effective temperature of ¢ Hya ranges
from 4963 K to 5058 K all with quoted errors of approximately 50-100 K. McWilliam
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(1990) corrected?® and combined published Johnson broad-band photometry and
calculated effective temperatures based on different methods in order to recalibrate
the Teg-color relations for different color indices. The temperature derived for £ Hya
(5010 K) was an average based on 10 different color indices. Each Teg-color relation
had an error of 50-200 K, so a reasonable error for the estimated temperature would
be ~ 100K. Blackwell & Lynas-Gray (1998) used the infrared flux method and
Hipparcos parallaxes to calculate Tog, and obtained a value of Teg = 5058 +46 K for
¢ Hya. Using high-precision broad-band (V — K') photometry, Hipparcos parallaxes,
and new interferometric measurements of stellar radii of standard stars, di Benedetto
(1998) derived accurate effective temperatures with an error of only 1%. The derived
value for ¢ Hya is Teg = 4985 + 50K. The value quoted by Mallik (1999), Teg =
4963+ ~ 50K, is based on the color index B — V from The Bright Star Catalogue
(Hoffleit & Jaschek, 1982) and the Teg-(B — V) calibration of Flower (1996).

It is expected that the results of Blackwell & Lynas-Gray (1998) and di Benedetto
(1998) are the most reliable, due to the fact that these results rely on new direct
measurements (i.e. parallaxes and interferometry) and are based on long wavelength
bands which are not affected by metal absorption lines?’. Hence it is believed that
these temperature estimates are less likely to be affected by large systematic errors.
The final effective temperature used in the current investigation is the mean of the
estimates from Blackwell & Lynas-Gray (1998) and di Benedetto (1998). The error
assigned to this mean value is more conservative than quoted by the source papers
in order to cover the full range of quoted values (cf. Table 1.1).

The rotation was estimated through line profile comparison of several lines of
synthetic spectra with a subset of observed stellar spectra of £ Hya obtained with the
CORALIE spectrograph (cf. Sect. 2.2). It is however quite difficult to distinguish
the effects from rotation and from the macro turbulence with the spectra available.
Hence the macro turbulence was fixed to 5.0km/s, which is a typical value for a
red giant star (cf. Gray, 1992, Fig. 18.9). In that case the estimated rotation is
vsini = 1.8(1.0) km/s in agreement with Glebocki et al. (2000) who report vsini =
2.4km/s.

The log g value is adopted from McWilliam (1990) but with an error slightly

more conservative than the one quoted in the source paper??.

Due to its low rotation rate (cf. Table 1.1), the spectral lines of £ Hya are ex-
tremely narrow, hence many spectral lines are unblended and a reliable estimate
of the metallicity can be made. Based on the log g estimate of McWilliam (1990),
Bruntt (2002) calculated the metallicity of £ Hya to be [M/H]= 0.06 £ 0.07 (corres-

20Corrections were performed due to improved measurements of stellar angular diameters, and
reddening effects.

21Thus the continuum can better be described by theoretical models.

22 A change in log g of plus/minus the error quoted in the current investigation was quite uncritical
for the spectral analysis e.g. the metallicity determination.
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ponding to Z = 0.019 4 0.006)?* using a semi-automatic method which is described
by Bruntt et al. (2002). This value is based on the abundance of six elements from
the iron group (Ti, V, Cr, Fe, Co, Ni) with a total of 110 spectral lines.

Estimates of the asteroseismic properties of ¢ Hya (i.e. Avy, Vmax, Tmax, and
Vosc) can be calculated from the stellar parameters L, M, R, and Teg, using the
scaling relations described in Sect. 1.2.1.

The luminosity, L, is derived from the measured visual magnitude, distance,
effective temperature, log g, and the metallicity (cf. Table 1.1), using the following
formulae:

Mbol - Mbol,@ = —-25 log(L/LQ) (1.15)
My = mpor — blog(d) +5 (1.16)
My = V +BC. (1.17)

Combining these formulae yields:

L 1
log (%) = _ﬁ[foya + BCgHya -5 log(dgHya) +5— Mbol,@] (1.18)
= 1.788(46)

where Myo1, mpor are the absolute and apparent bolometric magnitudes, respectively,
and BC is the bolometric correction. The BaSeL grid (Lejeune et al., 1998), which
is calibrated to the absolute bolometric magnitude of the Sun (Mpo,e = 4.746),
has been used to obtain BC¢py, based on Teg ¢hya, 108 8etiya and [M/H]¢py,. The
interstellar absorption, Ay, of ¢ Hya is found from photometry (B — V') to be Ay =
0.00(8) magnitude (Pijpers, 2002)?* and is therefore omitted in the above equations.
However, the error of Ay is including in the error calculations and it is in fact the
dominant error source.

In order to obtain an estimate of the mass, M, for £ Hya, stellar evolutionary
tracks were calculated using the evolutionary code of Christensen-Dalsgaard (1982)
and the metallicity quoted in Table 1.1 (Teixeira, 2002)?®. Fig. 1.5 shows the
computed evolutionary tracks (see figure caption). The error in the mass due to the
uncertainty in the metallicity and the stellar position in the HR-diagram is roughly
0.3 Mg, which is the value quoted in the current investigation (cf. Table 1.2).

The stellar radius, R, is calculated from the formula: L = 47TUR2T33.

The model- and asteroseismic parameters are presented in Table 1.2. The astero-
seismic parameters are derived from the scaling relations presented in Sect. 1.2.1.
The best-fit evolutionary track assigns £ Hya to a stage where the stellar evolution

22The quoted metallicity errors are formal.

2 Ay is derived using Ay = 3.1[(B — V) — (B — V)], where (B — V) is found from the BaSeL
grid.

The models are computed using the EFF equation of state (Eggleton et al., 1973), OPAL
opacities (Iglesias et al., 1992), Bahcall & Pinsonneault (1992) nuclear cross sections, and the
mixing-length formalism (MLT) for convection.
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Figure 1.5: The Hertzsprung-Russell diagram showing evolutionary tracks from the ZAMS to a
point half way up the red giant branch for stellar models with different mass and metallicity. The
mass and metallicity is shown at the ZAMS point for each track. The star and the box (in the inset)
indicates the position of £ Hya and the quoted errors, respectively (cf. Tables 1.1, 1.2). The thick
solid line is the evolutionary track which gives the best fit to £ Hya, with the adopted metallicity of
[M/H]= 0.06. The thin solid lines are the tracks which graze the error box if the adopted metallicity
is changed by plus or minus 1o (0.07 dex).
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Table 1.2: Calculated parameters for £ Hya

Parameter Unit Value & (error)

Model parameters:

Luminosity L/Lg 61.4(6.6)
Mass® M/Mg 3.07(30)
Radius R/Rp 10.4(7)
Ezpected asteroseismic parameters:

Large separation Avg/pHz 7.0(7)
Dominant frequency Vmax [ pHz 93(14)
Dominant order TNmax 21(1)
Oscillation amplitude (L/M-scaling)  wvosc/m/s 4.7(6)
Oscillation amplitude (1/g-scaling) Vosc /M /S 8.2(1.2)
Oscillation amplitude (1/g-scaling) SW/W /ppm 282(57)
Oscillation amplitude (1/g-scaling) dL/L/ppm® 165(29)

% The mass determination may be more uncertain than quoted in this
table due to systematic effects observed between different evolutionary
codes and whether overshoot is included in the model calculations or
not. This mass is based on an evolutionary code
(Christensen-Dalsgaard, 1982) which does not reach the He core burning
phase. If £ Hya is a He core burning star this code is thus insufficient.

b Note that 1 ppm equals 1.086 ymag.

is very fast, and where one is thus more unlikely to find a star. One should therefore
be cautious about the determination of the exact evolutionary state of £ Hya. It
should be noted that, after reaching the most luminous point of the Hayashi track,
the evolutionary track moves down the Hayashi track again to a point which has
higher likelihood (slower evolutionary speed in the HR diagram) only 1-2 sigma?®
away from where £ Hya is situated in the HR diagram.

Fig. 1.6 (top panel) shows an evolutionary track (solid thick line) comparable
to those plotted in Fig. 1.5 (M/Mg = 3.0, Z = 0.019, no overshoot) calculated
by Girardi et al. (2000). This track proceeds after the triple-alpha ignition and
hence further shows the evolutionary track at the He burning phase. Compared to
the stellar error box (small rectangular box) it is clear that the exact evolutionary
state of the star is difficult to determine from such a plot. Furthermore, introdu-
cing overshoot in the stellar evolutionary model would change the estimated mass
significantly (~ 0.3 Mg for a relatively fixed evolutionary stage)?” (Fig. 1.6, top
panel, solid thin line). The degree of overshoot in the model may possibly be tested
through the frequency analysis (cf. Chapter 6).

Fig. 1.6 (bottom panel) shows the luminosity versus stellar age of the evolu-
tionary track denoted by the solid thick line in the top panel. Considering only the

#Depending on the exact evolutionary track.
*"The change can be even larger if the evolutionary state is changed as well, due to the nearly
vertical evolutionary tracks at the red giant phase.
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Figure 1.6: Top panel: The Hertzsprung-Russell diagram showing evolutionary tracks from
the ZAMS to the asymptotic giant branch for stellar models with different masses and degree of
overshoot. The mass is shown at the ZAMS point for each track. The small bor indicates the
position of £ Hya and the quoted errors similar to the box in Fig. 1.5 (cf. Tables 1.1, 1.2). The
thick solid line is the evolutionary track which has similar input parameters to those shown in Fig.
1.5. The thin solid line is a track with overshoot which has a significantly lower mass and still
goes through the error box. The evolutionary tracks are taken from Girardi et al. (2000). Bottom
panel: The evolutionary track corresponding to the thick solid line in the top panel, where the
abscissa has been replaced by the stellar age. The inset shows in detail what happens during the red
giant phase. Dashed lines are the luminosity range of { Hya (cf. Table 1.2), indicating the possible
ages (or evolutionary stages) of £ Hya based on this evolutionary track.
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luminosity range of £ Hya (dashed lines), this plot clearly shows the extremely short
time the star is at the dip just before moving up the Hayashi track compared to
the time at the core He burning phase. The evolutionary stage of £ Hya will be dis-
cussed furthermore in connection to the pulsation analysis in Chapter 5 (Sect. 5.3.4).

The asteroseismic parameters of £ Hya given in Table 1.2 have never been tested
because no search for acoustic oscillations has previously been made for this or any
similar star. ¢ Hya is intermediate between the very luminous giant stars, which
have been studied by several science groups (cf. Sect. 1.3), like @ Boo and « UMa
A (cf. Fig. 1.3, page 6), and the more solar-like stars like e.g. aCen A and /8 Hyi.
The expected oscillation amplitude of £ Hya is significantly below the thresholds of
both Edmonds & Gilliland (1996) and Henry et al. (2000) by more than a factor of
10, but compared to the amplitudes of the more solar-like stars for which positive
detection has been achieved, it is roughly ten times larger. Applying the newest
techniques used to detect oscillations in the solar-like stars to & Hya is thus likely to
give promising results.



Chapter 2

Observations and data

Two independent data sets are collected for this current investigation. The data set
partly collected by myself concerning the equivalent width method is described in
most detail (cf. Sect. 2.1). However, the additional data set, comprised of radial
velocity measurements collected by collaborating scientists, is shortly introduced in
Sect. 2.2.

This chapter will describe how the observations were made in order to detect
the tiny solar-like oscillations in the target star ¢ Hya. First, I present the obser-
vational strategy discussing the requirements for different parameters (i.e. count
rates, sampling rates, observation duration, and number of required data points)
which are necessary to achieve a clear detection in such challenging observational
program. Subsequently, I give a presentation of the observations and the obtained
images, which are later reduced to 1D spectra (cf. Chapter. 3) and finally converted
to time series which should reveal the oscillating signal of £ Hya (cf. Chap. 4).

2.1 Equivalent width observations

2.1.1 Observational strategy

The expected stellar oscillation signal of ~ 280 ppm (cf. Table 1.2) is much smaller
than the ultimate noise limit of the equivalent width method (pure photon noise;
cf. Sect. 1.4), which is ~ 1000 ppm per data point'. Hence it is critical that the
number of detected photons is maximized in order to reduce the final noise to a
level where it is possible to get a clear detection, which requires a high duty cycle.
To obtain that, only a small window of the entire CCD? camera was read out. A
further reduction of the read out time was gained using two amplifiers (A and B; cf.

!Based on a reference spectrum, simulated spectra were created adding only photon noise. Cal-
culating the equivalent width of these spectra, using the same software as in the later described
spectral analysis (cf. Chapter 4), provided a noise level of roughly 1000 ppm (only considering the
H,-line).

2A CCD (Charge Coupled Device) is a two-dimensional array of light sensitive pixels that detect
incoming photons.

27
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Fig. 2.1) simultaneously to read out the windowed CCD. In order to increase the
detected flux further, the stellar image was defocused (cf. Sect. 2.1.2; Fig. 2.2). The
chosen exposure time of 35 seconds provided peak intensities of ~ 30000-45000 ADU
in the most illuminated pixels of the CCD, which was safely below the saturation
point of the CCD (cf. Table 2.1). The obtained sampling rate was 48 images per
hour (~ 160 data points per cycle of the expected dominant mode (cf. Table 1.2),
with a duty cycle of 47%.

With the observation time dedicated to this project it was possible to get ap-
proximately 9000 data points® which yields a final (S/N)expect =~ 14, assuming only
photon noise. The frequency resolution was 1/7T = 0.16 uHz, where T is the time

span of the observations®.

2.1.2 Data and configuration

The observations were performed during the periods March 15th - April 12th and
May 10th - May 24th 2000, with DFOSC® mounted on the Danish 1.54 m telescope
at La Silla (ESOS, Chile), which covered 39 nights, or 175 hours, of observations
over a period of 71 days (cf. Table 2.2, page 33).7

The relevant characteristics of the CCD and the optical setup of DFOSC are

given in Table 2.1. For further details about the instrument specifications I refer the
reader to the telescope and instrument user manual by Brewer & Storm (1999).

Table 2.1: Characteristics for the Lorel/Lesser CCD (high gain mode)

CCD dimension 2052 x 2052 pixel

Pixel size 15 ym

Pixel scale 0.39 "' /pixel

Dark current 12.3 £ 7.7 e” /pixel /hour (amplifier A)
Readout Noise 7.7/20 e~ /pixel (amplifier A/B)
Mean bias level ~ 1145/1165 ADU (measured) (amplifier A/B)

Saturation point ~ 44200/52750 ADU (measured) (amplifier A/B)

The images are echelle spectra of £ Hya, with a wavelength coverage from ~ 400
to 730nm. Only a 700 x 1900 pixel central region of the entire CCD, just including
the spectral orders containing the first three Balmer lines, was read out (cf. Fig.
2.1). The stellar spectra were obtained using a 1”5 echelle slit and an echelle grism

3The actual number of obtained images can be seen in the observation log, Table 2.2, page 33.

“This frequency resolution does not enable a detection of the stellar rotation period which
corresponds to a frequency separation of 0.04+0.08 uHz (cf. Table 1.1, page 20).

SDanish Faint Object Spectrograph and Camera.

5European Southern Observatory.

"The observations were performed by Simon O’Toole (School of Physics, Sydney University, Aus-
tralia), Hans Kjeldsen, and Dennis Stello (Institute of Physics and Astronomy, Aarhus University,
Denmark).
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Figure 2.1: Echelle spectrum of £ Hya including 9 spectral orders. In addition to the first three
Balmer lines (Ho, Hg, and H,) the Nall doublet is indicated. The solid white line indicates
the boundary between the physical CCD and the overscan region. The dashed lines indicate the
boundaries between amplifier A and B regimes in both spectrum and overscan regions. Small solid
lined boz around the H, spectral line indicates the sub-image which is cut out and aligned for the
investigation of the H, spectral line. A similar sub-image around Nall is also cut out and aligned.
Following the spectral orders from the bottom right to the top left, corresponds to moving from
“long” (~ 730nm) to shorter wavelengths (~ 400 nm).
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with a resolving power of 4300 (A/A)\).® The highest count rates were in the spectral
orders around the primary target line H, in the B amplifier regime of the CCD. The
main reason why the H, line was chosen as primary target line is its relatively high
temperature sensitivity and large equivalent width. Furthermore, the continuum
around the H, line is not significantly affected by other strong lines as the bluer
part of the spectrum (cf. Fig. 2.1). In addition to the H, line, the Nall doublet was
investigated but it turned out to provide much poorer results relative to those from
the H, line and will not be discussed in such detail as the H, line (cf. Chapter 4).
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Figure 2.2: The 50% maximum intensity contour of a spectral emission line from a thorium lamp
indicating the slit shape (solid black line) and a simulated stellar image of a representative size (large
shaded circle). The small, less shaded circle indicates the lower central intensity of the defocused
stellar image seen at good seeing conditions. The stellar image then had an annulus shape. Solid
grey circles (unshaded) indicate the maximum observed drift of the stellar image along the slit. The
drift in the row direction (direction of dispersion) was not measured. The dashed line indicates the
midway between upper and lower slit edge, found by Gaussian fits to a spectral emission line along
the dispersion (using slit_align_test.pro).

Fig. 2.2 shows a plot of the slit illuminated by a simulated defocused stellar
image?. The stellar image drifts both parallel and perpendicular to the slit. The
maximum drift along the slit is indicated as the stellar image on the right. It was
necessary to reposition the stellar image on the slit after approximately every 100
exposures (~ 2 hours). The irregular slit shape and the repositioning of the stel-
lar image on the slit introduced a significant error in the data set (cf. Chapters 4, 5).

8The setup was: 1”5 echelle slit (aperture wheel), Grism#11 as cross disperser (filter wheel),
and echelle Grism#9 (grism wheel). Both amplifier A and B in high readout mode.

9The maximum slit width indicated by Fig. 2.2 is ~ 3.5 pix which is comparable to (but slightly
below) its specifications: (1”5 slit width)/(0"”39/pix) = 3.85 pix.
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Additionally to the stellar spectra, calibration images (spectral flat fields, bias
and linearity test frames) were recorded during daytime, in order to remove noise
from instrumental effects (cf. Chapter. 3). Further descriptions of the calibration
images and their setups are provided in Chapter 3.

The data reduction is simplified by extracting sub-images around the spectral
lines which are investigated (cf. Fig. 2.1, box around H,). The sub-images are

ARNECSENURRNNN

Figure 2.3: 3D plot of the aligned sub-image of the H, spectral line. The wavelength coverage of
this sub spectral order is: 6511 A-6615 A.

aligned relative to the row direction by subtracting the mean slope between the row
direction and the spectral order!’. Both extraction and alignment were performed

This crude way of aligning echelle orders which in fact bend slightly, is reasonable because the
length of the sub orders are small, and thus the bending can be neglected. The correction by the
mean slope lead to lower resolution though, since the order is projected in the row direction by a
factor cos 6, 6 being the angle between the column- and slit-directions, which is small however (cf.
Fig 2.2).
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using align_sub_order_region.pro'!, which produces spectra similar to long-slit
spectra. The following spectral analysis is based only on these aligned sub-images
(cf. Fig. 2.3).

In Table 2.2 I present the number of images obtained during the observing periods
dedicated to the equivalent width investigation. The He-Ne/Th spectra were not
used for a detailed wavelength calibration but to obtain an image of the shape of the
echelle slit (cf. Fig. 2.2). The last column shows the number of linearity sequences,
which are of 3 x 8 exposures each (cf. Sect. 3.1.2).

"1n the extraction process all the saturated sub-images were ignored. There were 80 H, sub-
images and 16 Nall sub-images ignored in that process. The final number of sub-images for each
spectral line can be found by subtracting the number of saturated images from the total number of
obtained images given in Table 2.2.



2.1.

EQUIVALENT WIDTH OBSERVATIONS

33

Table 2.2: Observation log of the equivalent width measurements (number of ima-

ges).

Date ¢ Hya Bias Flat Field He-Ne/Th  Linearity
-2000 | Spectra Images Spectra Spectra  Sequences
1503 440 30 20 - 1
1603 300 - - - 4
1703 443 - 20 - -
1803 270 20 20 - -
1903 250 20 40 - -
2003 421 20 20 - -
2103 460 10 - - 6
2203 380 20 20 - -
2303 240 - - - 4
2403 469 50 - - -
2503 460 - 50 - 3
2603 450 50 - -

2703 125 - - - -
2803 175 - - - -
2903 136 50 - - 4
3003 177 - - - -
3103 132 - 20 - -
0104 123 50 - - -
0204 - - - 100 -
0304 120 - - - -
0404 115 50 - - 4
0504 112 - - - -
0604 106 - - 100 -
0704 107 50 - - -
0804 226 50 - - -
0904 149 50 - - -
1004 320 - - - -
1104 330 50 - - 5
1204 40 50 20 - -
1005 98 - - - -
1105 50 23 40 - -
1205 340 - - - -
1305 13 40 40 - -
1405 - 160 - - -
1505 - - - - -
1605 - - - - -
1705 130 - - - -
1805 50 - - - -
1905 140 40 - - -
2005 180 - - - -
2105 124 40 - - -
2205 117 40 - - -
2305 - 40 - - -
2405 50 40 - - -
Total 8368 1043 310 200 31
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2.2 Radial velocity observations

2.2.1 Observational strategy

The CORALIE spectrograph, used to obtain the stellar spectra for the radial ve-
locity investigation, is an extremely stable instrument (Queloz et al., 1999). The
expected noise in this particular data set is much lower than in the equivalent width
measurements (cf. Fig. 5.3, bottom panel, page 86) and hence the collected flux was

not as critical as it was for the observations for the equivalent width investigation
(cf. Sect. 2.1).

In order to estimate the exposure time, number of required data points (expo-
sures), sampling rate, and total time span of the observations, known results from
the star § Eri (V = 3.54 mag), based on spectra obtained with the same spectrograph
(Carrier, F., et al., 2002), was used for comparison.

The V-magnitude of ¢ Eri and £ Hya is the same (cf. Table 1.1), hence the
exposure time should be equal to that of d Eri: t.;, = 3min. The noise level
in the amplitude spectrum of § Eri around the expected dominant mode of £ Hya
(Vmax =~ 90 uHz; cf. Table 1.2) is ~ 4m/s. Due to their equal magnitude and nearly
equal effective temperature, the noise level of the £ Hya measurements is expected
to be the same!2. To have a clear detection (S/N > 10), the minimum number of
data points required is:

<§> 2 _ ngpec; * Ndata points > 100
N total - Npoint—to—point
4m/s 2
= Tdata points > T ° 100 - 3.2 m/s =175 (2.1)

where the expected velocity amplitude of & Hya is vexpect = 8.2m/s (cf. Table 1.2).13
Based on the estimated oscillation period of £ Hya (~ 3 hours), the requested
sampling rate is ~ 30 min~! in order to obtain a good sampling, which gives a
Nyquist frequency of ~ 280 uHz. Due to the expected large separation (cf. Table
1.2) the separation between a mode and the daily aliases from the neighbouring
modes is: 2 x (7.0 uHz) — 11.57 yHz= 2.43 uHz, corresponding to 5 days of observa-
tion. In order to separate such modes, data from at least 14 nights are needed.

121t should be noticed, that the 1/f noise (instrumental instability and drifts) at these low
frequencies rises fast. If the peak of the dominant mode falls 1-2 sigma below the estimated vmax,
the noise from the § Eri amplitude spectrum gives 7 m/s, hence the minimum number of data points
required is rather sensitive to the actual frequency of the dominant mode.

13Using an expected noise of 7m/s instead of 4 m/s, more than 185 data points would be required
to be able to reach S/N > 10.

1430 nights would allow separation of the modes in the case where the observed large separation
is 1 sigma below the estimated large separation.
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2.2.2 Data and configuration

The observations for the radial velocity investigation were performed between Febru-
ary 18th - March 18th 2002 with the CORALIE spectrograph mounted on the 1.2m
Swiss telescope at La Silla (ESO, Chile).!®

The CORALIE spectrograph has a resolving power (A/A\) of 48000 and pro-
vided science images (echelle spectra) of £ Hya with a wavelength coverage ranging
from 3875-6820 A recorded on 68 orders. During the exposure of a stellar spectrum,
a thorium spectrum is exposed simultaneously on the CCD to provide a reference
which enables one to obtain high precision velocity measurements. Further details
about the obtained images and the data reduction, including calculation of radial
velocities, will not be described in this thesis, but are described in Bouchy & Carrier
(2001, and references herein).

A total of 27 clear nights provided 433 data points yielding (S/N)expect = 27,
with a frequency resolution of 0.41 yHz. The sampling rate varied through the time
series: the first 5 nights (or 64 points) were separated on average by 44 min, while
the following 18 nights (or 338 points) were separated by 31min, and the last 4
nights (or 31 points) were separated by 79 min. The mean separation between all
exposures is 34 min, which corresponds to a Nyquist frequency of 245 uHz.

In Table 2.3 I present the number of images obtained during the entire observing
period.

'5The observations were performed by Michel Burnet (Observatoire de Genéve, Switzerland), and
Thomas Maas (Instituut voor Sterrenkunde, Katholieke Universiteit Leuven, Belgium).

8The data reduction, including calculation of radial velocities, has been performed by Fabien
Carrier (Observatoire de Geneve, Switzerland).
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Table 2.3: Observation log of the radial velocity measurements (number of images).

Date ¢Hya Mean sampling
-2002 | Spectra interval /min.
1802 13 43
1902 12 48
2002 14 42
2102 12 48
2202 13 44
2302 17 33
2402 16 36
2502 17 34
2602 14 43
2702 15 38
2802 17 35
0103 22 27
0203 17 36
0303 22 27
0403 21 29
0503 22 27
0603 20 30
0703 24 25
0803 0 -
0903 19 32
1003 18 30
1103 19 33
1203 19 32
1303 19 32
1403 0 -
1503 9 72
1603 8 78
1703 8 86
1803 6 79
Total 433 34




Chapter 3

Data reduction

This chapter contains a description of the data reduction, which is the transfor-
mation of the raw images into the final 1D spectra to be used for the oscillation
analysis. In addition to the fundamental calibrations of the CCD (Sect. 3.1), in-
cluding an extensive outline of a new high accuracy CCD linearity test (Sect. 3.1.2),
the reduction especially related to spectra is also presented (Sect. 3.2), all based on
IDL! programs made for this particular purpose.

Only the equivalent width data set is described in this chapter, since I have not
been involved in the reduction of the raw images of the radial velocity data set (cf.
Sect. 4.2).

3.1 CCD calibrations

To calibrate the CCD, the digital output signal? from every pixel in the CCD images
should be converted to the number of photons hitting the pixel during the exposure
(the flux). For the differential spectral analysis applied in this investigation (cf.
Chapter 4), the flux does not have to be known on an absolute scale. The main goal
of these CCD calibrations is therefore to reduce different noise components of the
signal, with the aim of reaching a S/N level high enough to allow the detection of
stellar oscillations in ¢ Hya.

The number of photons (IN,) hitting within a pixel is related to the number of
“released” electrons (N.) in the pixel through the quantum efficiency n(\) (N, =
Np-n(X)), where X is the wavelength of the light. To a good approximation, n(}) is
a slowly varying function within the very narrow ranges of wavelengths considered
in the applied spectral analysis.

N, is by amplification and Analogue-to-Digital (A/D) conversion related to the
output signal through an amplifier gain § of unit “e~ /ADU” or the equivalent “de-

Interactive Data Language (IDL).
*The output of the CCD is measured in ADU (Analogue to Digital Unit).

37
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tected photons/ADU”.? During the amplification process a readout noise is intro-
duced. To avoid negative input at the A/D converter due to readout noise fluctua-
tions, an electronic offset significantly larger than the readout noise, called bias, is
applied before the signal is converted to ADU.

For long exposures, additional thermally “released” electrons, called dark current
(Ny), will be detected as a sort of “false light”. The accumulated charge coming
from the dark current is proportional to the exposure time if the CCD is held at
constant temperature.

Concisely stated, the digital output signal, S, from every single pixel can be
expressed as (McLean, 1996):

_Ne+Nd
g

In the DFOSC manual (Brewer & Storm, 1999, Table 2.2) the dark current is
quoted to be ~ 12e~ /pixel/hour (~ 0.le~ /pixel/image, for the exposure time used
in this investigation). Compared with the readout noise (~ 8 — 20e™ /pixel/images,
for amplifiers A and B; Table 2.1, page 28) the contribution from dark current is
negligible, and will be ignored in the following calibrations.

S + bias. (3.1)

Every pixel in the CCD has slightly different characteristics. In order to correct
for the small intrinsic and flux-dependent pixel-to-pixel variations, the CCD cali-
bration is performed on single pixels. The calibration includes the following steps
(the resulting signal, S, is indicated in parenthesis):

e Bias subtraction (S = %); (Sect. 3.1.1)

e Linearity correction (S oc N = N, - n(X))*%; (Sect. 3.1.2)
e Flat fielding (S o< Np); (Sect. 3.2.1)

In addition to these standard calibration steps, spectral data reduction also includes
scattered light subtraction; (Sect. 3.2.2).

3.1.1 Bias and overscan subtraction

Bias can be regarded as the signal coming from a pixel with no accumulated charge
(an empty pixel). However the bias level is not exactly the same from one pixel to
the other, i.e. a zero-second exposure (bias image) would show small pixel-to-pixel
variations on top of a mean bias level.

The mean bias level can suffer from a sort of hysteresis effect, i.e. it depends on
the past of the CCD, and can vary during the night. This effect is partly due to

3The gain § is constant if the CCD is linear (see further Sect. 3.1.2).
“The linearity correction performed in this investigation used a normalized gain so that, after
linearity correction, we have: S o Ne.
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“old” trapped charge® from the physical image slowly leaking out, and partly due
to variations in the applied electronic offset (McLean, 1996, page 279).

In order to measure the variation of the mean bias level, most CCDs, including
the DFOSC CCD, have an overscan region. The overscan region is comprised of
extra virtual columns created by reading more pixels out than actually exist in the
real CCD, and lies therefore outside the physical area of the CCD. The signal from
the overscan region will therefore measure the mean bias level of the image plus any
charge that might have leaked from the real pixels.

When correcting for bias, one must first subtract the overscan level from every
image, to remove the instant mean bias level. Second, the small pixel-to-pixel varia-
tions in the bias level must be found by combining a large sample of bias images to
a master bias, which finally must be subtracted, to finish the bias correction.

The CCD was read out in two halves by two amplifiers simultaneously to mini-
mize readout time (maximize the duty cycle). The two halves of the CCD there-
fore have two amplifier characteristics, and hence two different overscan regions (25
columns wide for each amplifier) (cf. Fig. 2.1).

The overscan columns are collapsed in the column direction into a 1D array with
the mean overscan level of row ‘i’ in the i’th entry. Plotting these collapsed overscan
regions shows that the level along the row direction can vary up to 1.3% within the
same image (using overscan_test.pro; see Fig. 3.1, upper left panel). Fig. 3.1
(left panels) shows clearly the accumulated charge at low row number in the images
taken after the CCD had not been used in a while. This effect nearly disappears
in the following exposures (see similar plots in Fig. 3.1 (right panels)). The mean
overscan levels and the standard deviations are also plotted in Fig. 3.1.

Based on the investigation of the overscan behaviour, the complete bias calibra-
tion procedure can be written down. If x=*‘column number’ and y=‘row number’,
the calibration corresponds to the following expression:

Datay(z,y) = Data(z,y) — (Datascan (Yvoxcar)) — [Biaso(Z, ¥) master (3.2)

where [Biaso(Z, y)|master 1S the median of a large series of Biasy(z,y) images:

Biaso(z,y) = Bias(z,y) — (Biasscan (Yboxcar))- (3.3)

Data(z,y) is the value of pixel (z,y) in the raw data, (Datascan(Yboxcar)) means the

average overscan level in the rows y 410 pixels® of the Data image, and the subscript

‘0’ indicates the corrected image. The same is true where Data is replaced by Bias.
The calibration procedure was performed using the following programs:

®Charge is trapped if the charge transfer efficiency is below 100%.
SCalculated by collapsing the scan region in the column direction followed by smoothing along
the row direction with a 21 pixel wide boxcar (cf. Fig. 3.1 thick black line).
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Figure 3.1: Mean overscan levels of four selected images, with smoothed mean over plotted (thick
black line). Left panels: First images taken after the camera had not been used in a while. Right
panels: Images which are in the middle of a sequence. Top panels: Linearity images; leakage is
clearly seen around row ~ 1100 for the right-hand side plot which is the overscan from an image
similar to Fig. 3.3 on page 44. Bottom panels: Science images; significantly higher overscan level.

e overscan_lin.pro and test_res_overscanstrip.pro, which perform the sub-
traction of the overscan level from every image related to the linearity test.
overscan _sub_region.pro for the same operation on the science images.

¢ median_bias_lin.pro, which constructs temporary master bias images by u-
sing bias images related to the linearity test. median_sub_region.pro, which
performs the same operation using bias images related to the science images.
mean_sub_region.pro, which constructs one final master bias using the tem-
porary master bias images related to the science images.

e bias_lin.pro, which subtracts the [Biaso(x, )il ., images from every line-
arity image. bias_sub_region.pro, which subtracts the [Biaso(z,y)|5mte
from every science image.
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Figure 3.2: Mean bias levels in the column (left panels) and the row (right panels) direction of
the CCD sub-image around the H, line. Top panels: Master bias from a single night (11/04-00).
Bottom panels: Mean of all master bias images.

A few detailed tests were done before the bias images were collapsed into single
master images using the median operator.

- First one temporary master bias image per night was made - more precisely
one full frame for the linearity test and one sub frame for the science images.

- A group of 100 simulated bias images of the same scatter as the real bias images
and their master image were made for comparison using bias_sim.pro.

- The statistical properties (max, min, mean, median, standard-deviation) for
every master bias and its underlying bias images were inspected using
im_stat.pro.

- The simulated master bias showed a lower scatter than the real master bias
images, indicating that there were large scale trends in the real bias images
which propagated through to the master bias images.
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- All real bias and master bias images were visually inspected by
mean_row_plot.pro. Clear gradients were seen in the column direction of all
images but not in the row direction (removed in the overscan subtraction) (see
Fig. 3.2 top panels).

- To test if the observed gradients in the temporary master bias images were
similar, different master bias images were subtracted from each other (using
im_subtract.pro). The residual master bias images showed no significant
trends (compared to the scatter).

Based on these tests, it was decided that one mean master bias image should be
made from all the temporary master bias images (using mean_sub_region.pro).
The trends in the mean master bias image for the H, region are plotted in Fig. 3.2
(bottom panels)”.

3.1.2 CCD linearity test

If a perfectly linear CCD is considered, the output signal will be proportional to the
exposure time if it is exposed to a light source which is absolutely stable in time (g
in Eq. 3.1 will be constant). Simply put, a short and a long exposure give the same
amount of “measured” photons per second, if one neglects dark current and bias.

At some level, every CCD deviates from a perfect linear detector because the
amplifier gain § will depend on the intensity of the incoming light. If the required
accuracy is higher than can be achieved due to a relatively high level of non-linear
effects displayed by the CCD, it is essential to get accurate knowledge of the non-
linear behaviour. With this knowledge in hand, it is possible to correct the data for
these non-linear effects. In order to detect stellar oscillations in a star like £ Hya,
the data must be of very high precision, which puts a high demand on the precision
to which the non-linear effects must be known.

In the following, a new method is introduced to perform extremely precise CCD
linearity tests. The basic idea of this method is to read the CCD gain (normali-
zed) through the variations of the gain ratios between images of different exposure
times (cf. Eq. 3.9), as a function of measured intensity. The present method is a
variation of a method based on the same idea, which was previously outlined and
applied by Knudsen (2000). Compared to the linearity test of Knudsen (2000),
the test presented here gives a more precise determination of the gain ratios for all
measured intensities®. The final result of the presented linearity test is the CCD
gain (normalized) which is not the case in Knudsen (2000).

"The statistical properties of this final master image are: Max = 2.75, Min = —0.11, Mean =
1.32, Median = 1.31, Standard deviation = 0.38.

8By not using iterations to find the gain ratios, this method avoids the accumulation of errors
seen in Knudsen (2000, Fig. 4.17).
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To give a general view of this method, a short description of it will be presented,
followed by an outline of every step, showing the details of the method and how the
complications which appeared during the analysis were dealt with.

The cookbook way of performing this linearity test can be summarized as:

e Observations: Take a series of images with different exposure times which
have a large, smoothly-varying intensity in one direction, with longest exposure
close to the CCD saturation point.

e CCD reductions: Collapse the images in the non-varying direction into 1D
intensity curves.

e Gain ratio maps: Map the 1D intensity curves of different exposures relative
to the intensity curve of the longest exposure as a function of the intensity of
the curve of the longest exposure (normalized) (called gain ratio maps).

e Master gain ratio map: If the above maps are similar, make a master gain
ratio map R; and use it as the first estimation for the gain (G1 = Ry).

e Inversion: Construct the gain ratio map Ry based on G; (G1 ~ R3), and let
R; converge to R; via an iterative loop: G; = %Gi,l ;
= G; will then be the gain.

Observations

Contrary to “classical” flat field images, every image in this linearity test contains
a large intensity variation, ranging from approximately the bias level to some maxi-
mum which is determined by the exposure time (cf. Figure 3.3)°.

Linearity images (“flat fields”) of four different exposure times were made (1s,
3s, 12s, and 40s) where the maximum intensity of the 40s exposure is close to the
saturation limit of the CCD. The sequence with which the linearity images were
made is: 3x1s, 3x3s, 3x12s, 3x40s, 3x12s, 3x3s, 3x1s, 3x0s (i.e. 3x8 images per
sequence); the Os exposures being the bias images for this sequence. These tests were
performed throughout the entire observing period and mostly as multiple sequences
(see Table 2.2, page 33).

CCD reductions

The groups of three images per non-zero exposure time per sequence were median
filtered with median _frames.pro, resulting in 7 images per sequence. All the 0s
exposures of a given night with multiple linearity sequences were median filtered
to one master bias with median bias lin.pro. The median filtered images were

9The DFOSC setup for these images were: long slit (1.5"), V filter (ESO #451), grism #7,
high-AB read out, and the light source was the DFOSC flat field lamp. Both amplifiers are used in
order to map their linearity behaviour since both are used to obtain the stellar spectra.
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Figure 3.3: 3D plot of a typical raw linearity test image. Read-out was performed by two different
amplifiers operating simultaneously; column 0:324 was read out through amplifier ‘A’ and column
325:649 by amplifier ‘B’. A small gradient is seen in the column direction, which is probably due to
slit width variations. The CCD is therefore more illuminated at higher column numbers.

overscan subtracted (with overscan_sub_lin.pro), and the non-bias images were
furthermore bias subtracted using bias_sub_lin.pro (cf. Sect. 3.1.1).

After the basic CCD reductions, each image was collapsed into two 1D intensity
curves (using column_collaps.pro), one for amplifier ‘A’ and one for amplifier ‘B’
(cf. Fig. 3.4), which were treated separately and similarly, and hence will not be
specified in the following outline.

Gain ratio maps

To make it possible to understand what a gain ratio map is, I first describe in detail
what a measured 1D intensity curve is, and how relative intensity curves can be
interpreted as gain ratio maps. This will be followed by a description of the steps
taken to create gain ratio maps based on the intensity curves.
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1D Intensity Curves

 5.0x10%E —:Amplifier B 3
2
N 4.0x10%F — —:Amplifier A 3
+ E 3
1% 3 3
= 3.0x10%F .
a g E
- 2.0x10 E_ _E
5 g ]
= 10x10%EF E
o) . e E

1500 1000 500 0

Row

Figure 3.4: 1D column collapse of a typical linearity test image (40s exposure). Solid line indicates
the collapse of the amplifier ‘B’ part. Dashed line indicates the amplifier ‘A’ part.

If the CCD were completely linear, the shape of the 1D intensity curves would all
be similar if scaled inversely with their exposure time. In that case the “measured”
mean intensity in the n’th row, for a given amplifier, would be (cf. Fig. 3.4):

Imeasure(na t) = Ireceive(n’t) = Texpose X S(n,t), (3.4)

where

S(n,t) = / " Stydr,  zeR (3.5)

where Ieceive is Teceived intensity, Texpose is the effective exposure time!® and S(z,t)
is the normalized shape of the intensity curves, with ¢ indicating that the shape can
change in time (from one curve to the other) due to instrumental instabilities.

Because of non-linear effects in the CCD, the “measured” mean intensity in the
n’th row is instead:

Imeasure(na t) = Ireceive(na t) : g(Ireceive (n, t))
= Texpose : S(n, t) ) g(Ireceive (n, t))
= Texpose : S(n, t) : g(Imeasure (na t))a (3-6)

where § is the amplifier gain of the CCD (Eq. 3.1), which is a function of the
“received” amount of photons, and g is the gain as a function of the “measured”
amount of photons. The function g exists if there is a one-to-one relation between

Tncluding possible dead time of the shutter and non-constant effects from the light source.
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the “received” and “measured” amount of photons. Since a well functioning CCD
amplifier does have a well-defined output signal for every input signal, it is equiva-
lent to regard the gain either as a function of the “received” or the “measured” light.
The known quantity is Ieasure(7, %), so in the following linearity analysis it is the
variation of the gain function g that will be measured. Below Ieasure(n,t) will be
written as I(n,t) or I for simplicity.

Consider the intensity curves of two different images , say a 12s and 40s exposure
taken at time ¢'?® and #4%5, with the following measured mean intensities for the n’th
row (using Eq. 3.6)

I(n,t'%) = Telfgose - 8(n, t1%) - g(I(n,t'%)) (3.7)
and
I(n,t*%) = Té?;ose - 8(n, t1%) - g(I(n, t*%)). (3.8)

The relative intensity curve then is:

I(n, %) _ Texpose  S(n,t'®) g(I(n,t*?)) (3.9)
I(n, 61%) ~ T2, S(n, 11%) " g(I(n,t1%))" '

expose

Possible dead time for the shutter and intensity variations of the light source, which
in principle changes the effective exposure times, can be neglected because this
linearity analysis is differential'!. This allows their relative effective exposure time
to be a free parameter used for normalization.

Assuming that there are no instrumental drifts in the time interval from ¢!
to 105 (or S(z,t'%) = S(z,t%%%)), the relative intensity curve (Eq. 3.9) is a map
of the gain ratio'?, but in this case it is a function of the two different measured
intensities! This in fact means that every point on a map I%/I'? (or equivalent
g(I%%)/g(I'?)) versus I*%, is linked to another point corresponding to the lower
intensity I'?. To find g(I) from such gain ratio maps can therefore be a complex
inversion problem. The solution to this inversion problem will be outlined later in
this thesis (cf. page 52), after a description of the construction of the gain ratio maps.

Due to the fact that the light source used is almost inevitable slightly varying,
the intensity curves could not simply be combined to obtain master curves. Instead,
several careful steps, itemized below and later described in full detail, had to be
performed.

e First, the intensity curves must be tested to determine if they have a similar
shape (S(z,t1) = S(z,t2)); (Stability test).

! This is only correct when considering the relative intensity curves (Eq. 3.9) but not in the later
inversion process which calculates the gain from the measured relative intensity curves (cf. page
52).

2When I in the following use the words ‘gain ratio map’ instead of ‘relative intensity curve’, I
practically mean the same thing, because the relative exposure time can be ignored.
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e Next, the small shape deviations must be corrected so that similar shapes can
be obtained; (Corrections).

e Finally, the intensity curves of the same exposure time must be combined and
gain ratio maps for each exposure time constructed; (Combination).

Stability test: Relative intensity curves (cf. Eq. 3.9) are plotted to test if the
intensity curves have a similar shape, (see examples in Fig. 3.5 top- and middle
panels). From these plots it is seen that a trace of the relative intensity curves
from I = 0 ADU to I*% = ™3 and back again does not follow the same path
because there are instrumental drifts, which alter the shapes of the intensity curves
from one curve to the next. The change in shape is more obvious when there is
a larger time span between the exposures and at the beginning of a multiple line-
arity sequence, which one can see by comparing Fig. 3.5 left panels (beginning
of multiple sequence) with right panels (end of multiple sequence). These changes
in the shape of the intensity curves between early and later images always show
the same trend. This could indicate that the linearity sequences were started before
the flat field lamp and instrument had reached maximum temperature (cf. App. A).

Corrections: In the following the observed shape difference between the intensity
curves is investigated, to identify its cause and to determine how to correct for it
properly. For this purpose, intensity curves are smoothed by a 30 pixel wide boxcar
and approximately 17 spline interpolations are made per pixel. These operations
enable the curves to be “pictured” at the sub-pixel level.

To test if the non-similar shape of the curves can be explained by a simple
shift, the intensity curves were shifted relative to each other until the best match is
obtained. Fig. 3.6 (dashed line) shows the result of such a shift. The conclusion is
that the deviation from the similar shape assumption is partly due to a relative shift
in the shape. For I*% < 12000 ADU (Fig. 3.6, dashed line) effects from additional
higher order shape deformations are still seen which probably originate from color
changes of the flat field lamp.

Generally, the shifts of the curves I(n,t;) and I(n,t2) relative to I(n,ts) are of
equal size and opposite sign when t3 = (t1,12), if the shift is linear (|t; — to| <
Tinstability; Tinstability being the instability time scale). Plots like Fig. 3.5 (top- and
middle panels) support the assumption that a linear shift occurs between the two
12s exposures taken before and after (“symmetric” in time) the 40s exposure in a
linearity sequence'3. If the two “symmetric” 12s intensity curves are combined by
taking the mean, the output should be “nearly” of the same shape as the in-between
40s exposure'4.

Finally, an estimation of how large the maximum shift may be must be made,
to prevent the slightly changed mean shape from dominating the higher order shape

13This assumption is more critical for the 3s and 1s exposures which have a larger time span in
between them.
"“This “nearly” is because (S(z — dz,t), S(z + dz,t)) # S(x,t), V oz > 0.
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Figure 3.5: Relative intensity curves (cf. Eq. 3.9) (smoothed and normalized) between 40s and
12s exposure curves versus intensity of the 40s curves from the first (left panels) and the last (right
panels) linearity sequence of 29/03/2000. Top panels: The 40s exposure relative to the 12s exposure
which was made before the 40s exposure in the linearity sequence. Middle panels: The 40s exposure
relative to the 12s exposure which was made after the 40s exposure in the linearity sequence. Bottom
panels: The 40s exposure relative to the mean of the two 12s exposures. The increasing noise at
the low intensity part (I*** < 2000 ADU) is due to the relatively low number of photons in this
domain, which means that photon noise and variations in zero point begin to dominate. The small
loops at roughly 10000 ADU are due to the lowest peak in the intensity curves (cf. Fig. 3.4).
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Figure 3.6: Solid line: Relative intensity curves (smoothed and normalized) between the same
40s and 12s exposures as in Fig. 3.5 top left plot. Dashed line: A relative shift of 0.06 pixel
(corresponding to 0.9 pm) between the two intensity curves resulted in the best match.

deformations seen in Fig. 3.6 for 1% < 12000 ADU. A requested maximum relative
deviation of the shapes below the 0.0005 level (1/2 of a thousandth) is a safe limit.
A 12s exposure is used as reference shape to create I(z,t'%)/(I(z — éx, %), I(x +
dx,t1%)) for different values of z, and the result is seen in Fig. 3.7. Based on
this test, the maximum allowed deviation expressed as a maximum shift is dz < 0.6
pixel, which is fulfilled in all the linearity sequences'®.

Thus, the creation of mean curves (one for each exposure time: 1s, 3s, 12s) of the
two related curves which are taken before and after the 40s exposure (“symmetric”
in time) within the same sequence safely eliminates the shape-shifting deformation

without introducing uncontrolled systematic errors.

Combination: To make sure that the above shape correction gives good results,
plots similar to Fig. 3.5 (bottom panels) of the three different exposure times 1s, 3s,
and 12s, were all inspected using lin_test_plot.pro. The following step combines
the curves within the same multiple sequence into one master for each exposure time
using lin_test_comb.pro!6. The output from this is 8 master curves per exposure
time, distributed over the entire observation run. The curves of the same exposure

5 The shift of 0.06 pixel (corresponding to 0.9 um) shown in Fig. 3.6 is one of the largest observed
shifts between a 12s and 40s exposure.

$During the combination of intensity curves, single lined curves are obtained. This is done by
calculating the mean of the relative intensity curve along the abscissa (I%) within 250 ADU wide
intervals ranging from 0 ADU to I™%".
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Figure 3.7: Smoothed relative intensity curves (normalized) between the 12s exposure and the
mean of its two shifted editions. The shift is 0.6 pixel. Dashed line indicates the maximum allowed
deviation.

time are very similar and no significant changes are detected during the approxi-
mately one month of observations. On this basis, all curves of the same exposure time
are combined to one master curve for each amplifier using lin_test_total_comb.pro.

Master gain ratio map

The constructed master curves have in common a particular feature (cf. Fig. 3.8).
A very small bump at approximately 12000 ADU for amplifier A (15000 ADU for
amplifier B), which is the result of the extra number of data points combined just
below 12000 ADU compared to above. This is due to an imperfect match between
the two parts of the intensity curve coming from the low and the high peaks (see
Fig. 3.4), which arises partly because no corrections were made for high order shape
deformations. The bump would of course not be seen if S(n,t1) = S(n,t2). For
the (I*08)/(I3%) vs. (I*%) curve this bump is larger than seen in Fig. 3.8, and even
larger in the (I%08)/(I's) vs. (I%%) curve. This growing bump trend is due to non-
linear instabilities, in this case seen as a larger shift between the 40s exposure and
the earlier exposures than between the later. The assumption |t; — t2| < Tinstability
therefore does not hold and (S(n, > ), S(n, t5%%)) £ S(n,t4%).17 (cf. App. A).

former ? “later

" The bump would be somewhat suppressed if the setup of Knudsen (2000, Fig. 4.9) were used
(Grism#4 instead of Grism#7, and the quartz-halogen dome lamp instead of the DFOSC flat field
lamp), which gives intensity curves with only one “hill top”. However, the quartz-halogen dome
lamp showed variability of ~ 4% (Knudsen, 2000, Fig. 4.11) significantly larger than the variability
of the DFOSC flat field lamp (cf. App. A).



3.1. CCD CALIBRATIONS 51

1.0016 7777 LI LI R L e :| ....... ]
IR 17 of Ampl. A and B ! ]

1.0010F - - :Amplifier A ]

L — :Amplifier B ]

N g :
. 1.0005F ]
SO ;
A X ]
§.1.0000 .
\/ -
0.9995 .

0 10x10% 2.0x10* 30x10% 4.0x10* 5.0x10%

Intensity /ADU (<[**>)

Figure 3.8: Master gain ratio maps (smoothed) based on all 40s and 12s exposures as a function
of 1%,

Only the 40s and 12s exposures are used in the following development of the
final linearity curve, because it turned out to be more accurate.

It is possible, though extremely unlikely, that some non-linear effects of the gain
will not be detected by this gain ratio-based linearity test. If these non-linear effects
repeat themselves every time the intensity goes up by 731 /7> (the relative exposure
time), they can still vary significantly, as seen in Fig. 3.9. To determine if the CCD
accidently display such odd non-linear effects, the final gain ratio map (I%%)/(I'%)
was visually compared with the two others which are based on different relative
exposure times (71/T> = 40s/3s and T1/T» = 40s/1s). Apart from the growing
bump, the three curves looked quite similar, so it could be concluded that no such
hidden non-linear behaviour is present.

The measured master gain ratio map (I*%)/(I'?), hereafter called R;, will in
the following be used as a first estimation for the normalized gain curve G;.
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Figure 3.9: Example of a normalized gain function (solid line) which would produce a linear
looking gain ratio map (dashed line) if the relative exposure times between the intensity curves
were: Tl/T2 =2.

Inversion

In this section the inversion technique used to find the underlying normalized gain
curve which causes the measured gain ratio map will be explained.

To see how well Gy reproduces the measured gain ratio map Ry, the gain ratio
map Ry is computed, based on G1.'® The new estimation for the gain can then
be corrected by the relative deviation between R; and Ry (G2 = %Gl), etc. This
iterative process stops when G; reaches the gain curve whose gain ratio map R;41
matches the measured R;.

The above solution of the inversion problem is performed with the
lin_curve_converge.pro program, and a plot of the inversion process is seen in Fig.
3.10, for both amplifier ‘A’ and ‘B’. Selected gain curves G; and all gain ratio maps
R;+1 are indicated on the amplifier ‘A’ plot. For amplifier ‘A’, the iteration stops
after only four iterations (G4), while the amplifier ‘B’ curve is not determined until

'8 The computation is done by calculating Ra(I) = G1(I)/G1(I x 12/40) for all I € [1, Imax]. The
error introduced by assuming that the effective relative exposure time is 40/12, is at out-most 0.5%
(cf. App. A) which includes both dead time error (~ 30msec corresponding to a ~ 0.25% error)
and intensity variability of the flat field lamp. This error propagates to the estimated G;(I x 12/40),
but is negligible when the change of gain (the derivative) is small. The maximum error in estimated
gain due to this error is < 500 ppm (parts per million) (maximum is at the saturation point where
the change of gain is very large). In the range I € [3000,40000] (for amplifier B) the error is only
< 10 ppm.
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Figure 3.10: Iteration from measured gain ratio map to gain. Selected gain curves G; and all
gain ratio maps R;y1 are indicated in the top plot (about G; and R;11, see text). The measured
gain ratio map Ri (thin black dashed line) is hardly seen because it is perfectly matched by the
final iterated gain ratio map (thin black solid line). All iterations R; in the inversion process are
marked by grey dashed lines, and the final achieved gain curve is the thick black solid line.
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G7. The measured gain ratio map which is used as the first estimation (G1 = R1)
is plotted with a thin black dashed line, but it cannot be seen since it is perfectly
matched by the final gain ratio map from the iteration R5 and Rg, for amplifier ‘A’
and ‘B’, respectively (thin black solid line).

The final gain curves or linearity curves (G4, G7 for amplifier ‘A’ and ‘B’, re-
spectively) are saved as a linearity look-up table, which in its i’th entry has the
value of the gain curves corresponding to ‘i’ ADU (using make_lookup_tab.pro).
The look-up table ranges from 0 ADU to 39800 ADU and 47900 ADU for amplifier
A and B, respectively, and it is used by linearity _correct.pro to correct for the
fairly small non-linear effects of the CCD.

Linearity summary

e The linearity behaviour of the CCD has been measured to a very high precision
of 100 ppm (parts per million).

e The CCD showed no non-linear effects above the 1°/4q level.

e It is shown that the CCD does not have additional hidden non-linear effects
not seen in the final linearity curve (cf. Fig. 3.10, thick black line).

e The linearity curve is stable over a period of approximately one month.

e The analysis showed clear indications that the DFOSC flat field lamp was an
unstable light source (color change and temperature fluctuations), and there-
fore not suited for absolute calibrations.
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3.2 Spectral reductions

The part of the data reduction described in this section is unique for observations
of spectra compared to photometry. It includes spectral flat fielding (Sect. 3.2.1),
correction for scattered light (Sect. 3.2.2), and finally the extraction of the 1D
spectra (Sect. 3.2.3) used for the spectral analysis (cf. Chapter 4).

3.2.1 Spectral flat fielding

In this section the process called flat fielding, which corrects for the pixel-to-pixel
variation of the quantum efficiency is outlined.

Every pixel of the CCD has a different quantum efficiency, n()\) (see page 37), due
to imperfections in the CCD semiconductor material. This pixel-to-pixel sensitivity
variation will cause a non-flat structure in images of an uniform illuminated field
(flat field images), which ideally should be flat. The relative sensitivity of each
pixel seen in the normalized flat field images also influences the science images. The
correction can in short notation be expressed as:

DataO(xa y)
Data e\ T, Y) = ’ 10
flat_co ( y) [Flato (_1;, y)/(Flat0>]master ( )
where
Flato(:lia y) = Flat(il?,y) - <Flatscan(yb0xcar)> - [B’ias()(ib‘,’y)]master' (3.11)

Datay(z,y) is the bias corrected image (Eq. 3.2, page 39), Datagat_corr(Z,y) the im-
age corrected for flat field structure, and further the notation of Eq. 3.2 is adopted.
Dividing Datag(z,y) with the normalized master flat field provides the data image

(stellar spectrum) corrected for flat field structures®®.

The flat field images, which are recorded with the same setup as the data images,
are spectra of the inside of the dome illuminated by scattered light coming from a
quartz-halogen lamp (Fig. 3.11). The flat fields were recorded on several nights
during the entire observing period (see Table 2.2, page 33).

Position and width of the spectral flat field orders are inspected using
calc_starpos_parm.pro; no images turned out be deviant. Before the groups of flat
field images from a single night could be combined, they were collapsed in the row
direction to get the mean shape. Then it was tested if these mean shapes could be
matched by simple shift and scaling. These tests showed excellent correlation, and
therefore the normalized images made on the same night were combined, through

19The variations in the flat field structure caused by dust on the entrance window of the CCD
vacuum chamber are by this division treated as if it was quantum efficiency variations in the CCD.
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Figure 3.11: 3D plot of a flat field image for the region around the H, spectral line. Relatively
large irregularities are seen on top of the flat field order in the column direction (along the slit) due
to varying slit width (see text, page 57).

the use of a median filter (using normalize_flat.pro?’ and
median_sub_region.pro). The combined flat field images were plotted on top of
each other (using scat_cor_test.pro), and the maximum shift between two com-
bined images turned out to be approximately 1.5 pixel (corresponding to ~ 22 ym)
(cf. Fig. 3.12).

The combined flat field images are furthermore combined to one master flat field
image using mean sub _region.pro. The irregularity in the column direction is
slightly smoothed by the creation of the master flat, nevertheless the relative pixel-
to-pixel sensitivity is preserved. The master flat is overscan- and bias-subtracted
(Sect. 3.1.1), and finally corrected for scattered light (Sect. 3.2.2).

A spectral flat field image is only illuminated within the spectral orders, hence

20The normalization is more simple compared to “standard” flat fielding of echelle spectra (cf.
Rasmussen & Dall, 2001), because the normalization is done with respect to the counts in the entire
image.
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Figure 3.12: Median filtered flat field images collapsed in the row direction. The images are from
night 17/03- (solid line) and 12/04-00, (dashed line) and show the maximum shift between flat
fields from two different nights.

the flat fielding process could only be performed well within the spectral orders to
avoid the low ADU values at and outside the spectral order edges. Including the
outside regions would assign relatively higher weights, thus overestimate, the data
points, Datao(z,y), in the outer regions which contain less signal compared to the
central region of the order containing the highest S/N (cf. Eq. 3.10).

The actual flat fielding was performed during the extraction process, and details
about the optimum spectral order boundaries are described in the corresponding
section (Sect. 3.2.3).

The relatively large irregularities along the slit direction (perpendicular to the
dispersion) seen in the flat field orders (Fig. 3.11) are not due to odd quantum
efficiency behaviour, but are the result of large slit width variations. This is clearly
seen in Fig. 3.12, where the irregularities follow the general shift (also seen in
Rasmussen & Dall, 2001, Fig. 14). The slit width variations are seen in Fig. 3.13,
which shows the 50% maximum intensity contour of a spectral emission line in a
spectrum of the He-Ne calibration lamp.

The varying slit width also causes real intensity variations in the stellar spectra,
and due to this effect, the flat field procedure outlined in Eq. 3.10 overestimates
pixels with lower signals relative to higher signals, reducing the S/N. In order to per-
form the flat fielding of these irregular spectra correctly, weights should be assigned

to each column within the spectral order boundary, to correct for this irregular slit
width.
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Figure 3.13: The 50% maximum intensity contour of a spectral emission line (solid line). Clear
indications of slit width variations at the 30-40% level are seen along this contour. The narrowest
point (~ 2.2 pixels wide) is indicated by dashed dotted lines whether the widest point (~ 3.4 pixels
wide) is indicated by dashed lines.

The weights which were tested were the normalized mean shape of the master flat
field itself, thus:

Datag(z, Flat
Dataﬂat_corr(xay) = 0( y) . |:< < 0>

N [Flato (III, y)/(Flat0>]master Flaty (3:)) :| master

where the factor, [(Flato(z))/(Flaty)]master, 18 the normalized mean flat field shape
at column z, adopting the notation of Eq. 3.10.

Based on a few test nights, it turned out that the flat field procedure outlined in
Eq. 3.10 provided a slightly higher S/N in the final analysis of the 1D spectra. In
principle, Eq. 3.12 is the better solution to the irregular slit problem. The reason
why it in practise is not, could be related to the fact that the fixed mean shape
of the master flat field does not describe the irregularities perfectly. Weighting by
the normalized mean master flat field is in this case just as “good” as the raw
flat fielding procedure (Eq. 3.10), and the latter is implemented in the extraction
procedure (Sect. 3.2.3).

(3.12)

3.2.2 Scattered light correction

Due to imperfections in the optical path of the telescope and the spectrograph,
scattered light will be seen on the CCD images outside the spectral orders, where
an ideal instrument would not receive any photons. The scattered light also hits the
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CCD where the spectrum is located, reducing the S/N.?! Both the images of stellar
spectra and flat field images are corrected for scattered light.

In order to estimate the scattered light level within the order, the structure of
the scattered light in the neighbourhood of the order must be investigated. A few
images like Fig. 3.11 are divided into three sub-images (lower, row 0:59; middle,
row 60:119; upper, row 120:179) which are separately collapsed in the row direction,
providing three mean shapes, each with a scattered light level representative for that
particular sub-image (using scatlight_test.pro). Fig. 3.14 (thin lines) shows the
plot of such collapsed sub-image triplet, which show the same scattered light level
indicating no significant gradient of the scattered light level in the row direction.
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Figure 3.14: Row collapsed flat field sub-images for the region around the H, spectral line. Lower,
middle, and upper sub-image are indicated by thin solid, dashed, and dash-dotted lines, respectively
(see text). Thick dashed lines indicate the left and right column intervals used for scattered light
estimation. Dotted line is the calculated scattered light level. Thick solid line indicates the master
flat corrected for scattered light.

Any gradient in the row direction is neglected, and the scattered light level is
calculated as the straight line from the mean left level to the mean right level (Fig.
3.14, dotted line) and subtracted using scatlight_sub_region.pro.?

After all these laborious efforts to calibrate the raw CCD images, the images

21 This is discussed in more detail in Chapter 4, Sect. 4.1.3.

22The mean left and right levels are found through a mean in the row direction followed by a
median in the column direction of each left and right regions indicated by the thick dashed lines in
Fig. 3.14. Only using the median would introduce jumps in the estimated scattered light level, due
to grouped pixel values (i.e. the sorted pixel values provide a staircase array). These effects were
tested using test_res_overscanstrip.pro.
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“cleansed” of instrumental effects are ready to be transformed into 1D spectra used
for the spectral analysis (Chapter 4).23
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Figure 3.15: Thick solid line indicates the mean master flat field. Dotted lines indicate the
position of the chosen boundaries of the spectral order. Thin solid and dashed lines are stellar
spectra from two different nights, showing representative extremes of the star position along the slit
(within the same night shifts of maximum 5 pixels are observed). The small “valley” at the center
of the stellar spectrum (dashed line) is due to the defocused annulus like stellar image, observed at
good seeing conditions (also seen in Fig. 2.2).

3.2.3 Extraction of 1D spectra

The extraction process described in this section, is more straight forward than the
“standard” echelle spectra extraction (Rasmussen & Dall, 2001). The orders are not
traced and fitted to low order polynomials, since the orders in the small sub-images
to a good approximation are straight, like long slit spectra.

The extraction is done within a certain spectral order boundary defined as the
length of the slit, and is a collapse, of the 2D spectrum to a 1D spectrum in the
column direction?*, which is perpendicular to the dispersion. The intrinsic left and
right edges of the spectral order (i.e. the slit boundaries) are to a good approximation
described by the shape of the master flat image. In interpreting the boundaries from

%3 There has been no correction for the light coming from the background sky because it can be
neglected for the short exposures used in this investigation.

241 investigated the slit alignment relative to the column direction using slit_align_test.pro in
order to collapse the 2D spectra properly. The slope between the column direction and the direction
along the slit is ~ 0.01 (mostly due to the irregularity of the slit; see left side in Fig. 3.13). From
the left to the right spectral boundaries this corresponds to ~ 0.2 pixel deviation (see also Fig. 2.2,
dashed line, page 30).
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the master flat shape, one has to take into account that the flat field shape displayed
shifts [0z| < 1pixel during the entire observing run. To be on the safe side, not
including the slit boundaries, the boundaries were chosen well inside the “plateau”
of the master flat field (cf. Fig. 3.15). The trade-off, which one should be aware of,
is lost signal when the stellar image drifts along the slit and gets too close either to
the left or the right chosen boundary. The lost signal is the tail falling outside the
defined boundaries (see Fig. 3.15 thin solid and dashed lines). The result of this,
is a slightly irregular 1D spectrum in the case of extreme drift due to the aligning
process which do not affect the spectral analysis, however (cf. Chapter 4).

The extraction including the flat fielding procedure of Eq. 3.10 is performed
using one_dim _collaps.pro, and examples of the final 1D spectra are plotted in
Fig. 3.16. The choice of boundaries is optimized based on the highest S/N in the
following spectral analysis of a few “test” nights.
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Figure 3.16: Top plot: Collapsed sub-image of the H, order including the H, absorption line
(Wavelength coverage is: 6511 A-6615 A). Bottom plot: Collapsed sub-image of the Nall doublet
order including the Nall absorption lines (Wavelength coverage is: 5850 A-5940 A). In these short
sub-images the temperature difference between the flat field lamp and the star is not seen (flat
continuum).



Chapter 4

Spectral analysis

This chapter will mainly describe the spectral analysis related to the equivalent
width measurements (Sect. 4.1). The second data set comprised of radial velocity
measurements was provided as calibrated data points, ready to use in the time series
analysis (cf. Chapter 5), hence these data are only shortly introduced (Sect. 4.2).

The spectral analysis of the equivalent width data set includes the extraction
from the 1D spectra of the line index, Igw, used to measure the oscillations of
& Hya. The values of Igy derived here comprise the time series which are analysed
in Chapter 5 in order to detected stellar oscillations.

An outline is given of the different strategies followed in order to obtain the
optimum measure of the stellar oscillations based on the equivalent width data. In
addition, a rather large noise was encountered, which proved to be significant. A
discussion of it and its possible origins are included.

4.1 Measuring the equivalent width

This section describes the attempt to detect the tiny stellar oscillations by studying
variations in the equivalent width W/W (cf. Sect. 1.4).

The quantity which is extracted from the stellar spectra is the line index, Igw
(cf. Sect. 4.1.1), which is assumed to be proportional to the equivalent width, W,
defined in Sect. 1.4 (cf. Eq. 1.11, page 17). Due to the proportionality of Igw and
W, the relative change in the equivalent width is equal to the relative change in the
line index (6W/W = §Igw /Igw). In the determination of Igy, one does not need
to calibrate the continuum and to fit line profiles in order to count the total flux
over the spectral line, which is necessary using the definition of W. Igw is simply
a sum of counts over a range of pixels within a given weight function or line-filter
where the continuum is found from a robust linear fit (cf. Sect. 4.1.1 ).

The spectral absorption line used in the following spectral analysis is H,, unless
otherwise specified.

63
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4.1.1 Extracting gy using Iz

The calculation of Igw used in this investigation is performed by a program called
Iz (Dall, 2001). The way Iz calculates the equivalent width is shortly summarized
in the following steps (cf. Fig. 4.1):

e Fit a straight line to the continuum around the spectral line, where the conti-
nuum fit is performed by weighting the spectrum with a continuum-filter which
has two “peaks”, one at each side of the line, and goes to zero near the line.

e With the calculated continuum fit, the line center is defined as the position
that will maximize the sum over the line in a given line-filter.

e Finally, after fixing the continuum-filter to the line center, gy is calculated as
the sum over the line in a given line-filter, which is usually the same line-filter
used to locate the line center.

Beside a list of the 1D spectra to be examined, Iz needs a few parameter files, where
the most important parameters are given in Table 4.1.

Table 4.1: Iz input parameters

Parameter  Specification Value
dl Position of left continuum-filter 35
dr Position of right continuum-filter 135
cl Half width of left continuum-filter 25
cr Half width of right continuum-filter 25
cgauss Gaussian order of continuum-filter® 8
pos First guess for line-filter position 90
b Half width of line-filter 4/10/20/30
gauss Gaussian order of line-filter 8

 cgauss specifies the smoothness of the Gaussian filter: exp(—(#5%0)cgauss)

Normally one would set the Iz input parameters in order to minimize the point-
to-point scatter in the time series, but this is not always the optimum choice. Mini-
mization of the noise which has a characteristic time scale close to what is expected
for the stellar oscillations is the actual aim, as minimizing the high frequency noise
could introduce significant noise at the time scale of the oscillations. This problem
is analysed in the following sections.

4.1.2 Minimizing high frequency scatter

In Sect. 3.2.3 it was mentioned that the choice of the spectral order boundaries,
before the collapse into 1D spectra, was based on the highest S/N. Spectra of a
few test nights were collapsed with different boundaries, and the line indices were
calculated by Iz. The boundaries which in general provided the highest S/N were
chosen as the global boundaries and fixed for all spectra.
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Figure 4.1: Spectrum around the H, line (solid line). The dotted line indicates the continuum-
filter used by Iz to calculate a stable continuum indicated with the dashed line. The dashed-dot
line is the line-filter over which the line is integrated in order to calculate the line index Irw. The
Iz input parameters are: dl = 35, dr = 145, ¢l = cr = 25, cgauss = gauss = 8, and b = 4.0 (see
text).

The input parameters for Iz were chosen to minimize the point-to-point scatter.
The S/N was not particular sensitive to the choice of continuum-filter, however the
line-filter had a large effect. It turned out that most single night time series had a
maximum in S/N when b was approximately 4.0,! hence this value was chosen.

To determine the appropriate set of parameter values is a multidimensional prob-
lem necessitating some trial-and-error. The same set of values were finally used for
all nights in order to avoid parameter-dependent changes from night to night. An
example of a spectrum and the chosen filters is plotted in Fig. 4.1.

To choose the gauss order is a trade-off between sensitivity in signal and noise,
a very high order gauss® provides a very sensitive line index and is therefore not a

! This line-filter width is approximately the same as the width of the H, line itself (corresponding
to FWHM ~ 3 A).
When the gauss order goes to infinity, the filter converges into a box filter.
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very robust measure of the equivalent width. A gauss order of 8 seemed to produce
fairly stable time series.

The final point-to-point S/N was roughly 500, a factor of two below the expected
value based on pure photon noise, which therefore cannot be the only noise source
(cf. Sect. 2.1.1, page 27).

De-correlation

The time series of the fairly narrow, line-filter with b = 4.0 showed several drift
effects during the night, and a lot of work was done to understand and correct for
these drifts by de-correlating the signal against different parameters i.e. airmass,
continuum- level and slope, line position, position of the stellar image along the slit,
and the width of the stellar image3.

Fig. 4.2 shows an example of a single night time series including the expected
signal (of arbitrary phase). In addition, similar time series of six other nights are

. 0.010F ]
E r ]
S 0.005F .
\; N ]
Y 0.000[F m TN 77*72
‘ f ;uu i ‘mu i w |
x : ! w 1 ]
& -0.005 .
\; L ]
~ —0.010F ]

0 y) 4 6 8 10

(MJD—51621)%24 /hours

Figure 4.2: Time series of night 17/03-00, with the following input parameters for Ir: dl = 35,
dr = 145, cl = cr = 25, cgauss = gauss = 8, and b = 4.0 (see text, Sect. 4.1.1). The smooth
sinusoidal solid black line indicates the expected stellar signal based on the 1/g-scaling from Kjeldsen
& Bedding (2001) (cf. Eq. 1.9, page 11; Table 1.2, page 22) only considering the expected dominant
mode of an arbitrary phase. The solid grey line indicates a simulated stellar signal using the
frequencies and their amplitudes and random phases of the four most dominant modes measured
from the entire data set of radial velocities (cf. Chapter 5).

shown in Fig. 4.3, which shows the rather complex behaviour of the signal due to
different noise factors from night to night.

3The stellar position along the slit and its width were calculated using calc_star_pos_parm.pro.
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Figure 4.3: Time series of six nights (date indicated at each plot), with the following input
parameters for Iz: dl = 35, dr = 145, ¢l = cr = 25, cgauss = gauss = 8, and b = 4.0 (see text,
Sect. 4.1.1). The raw data has been corrected for a daily offset, which could be up to 1%. The
smooth solid curve indicates the scaled airmass shifted (0.01 - (airmass — 1) — 0.02) to match the
y-ranges of the plot.
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It is evident that some airmass-like effect is present, and for several nights the
line index jumps significantly (cf. Figs. 4.2, 4.3). In order to understand these
effects, and thus to be able to correct them, the correlation behaviour between the
line index and the variety of known parameters is carefully investigated. Fig. 4.4
shows an example of a time series (the same as shown in Fig. 4.2) together with
some of the corresponding parameters for which correlation effects were investigated.

The jump effect: During the observations, for approximately every 100 images
the telescope was repositioned so that the stellar image would not drift away from
the slit (see Fig. 4.4, second panel; and Fig. 2.2 on page 30). The observed jumps in
the time series of Igy are clearly related to the position of the stellar image relative
to the slit (see example in Fig. 4.4). Even though the position of the stellar image
along the slit at various intervals shows the same trend, it is certainly not linearly
related to the effect seen in Igy (Fig. 4.4, first panel)*.

A parameter which represents the relative stellar image position perpendicular
to the slit (i.e. the dispersion direction), is missing in order to explain the full
motion of the stellar image relative to slit. The line position could however contain
information of the motion in the dispersion direction (Fig. 4.4, fifth panel), but how
it is exactly related to the stellar image position on the slit in that direction is not
known (e.g. due to the non-regular slit shape; discussed in Sect. 4.1.3, page 70).
Therefore the knowledge of the motion of the stellar image relative to the slit is
restricted to the direction along the slit.

De-correlating this jump effect could not be performed properly with the pa-
rameters available and had to be done manually. The jumps in the stellar image
position along the slit were located using the following two programs:

e find jumps.pro which located the positions in the time series where a jump
occurred of the stellar position along the slit. In addition, the observation log
was consulted to see when repositioning was noted, and the cases of logged
repositioning which were not detected by find_jumps.pro were added to the
list of known jumps.

e correct_jumps.pro used the list of positions in the time series where a jump
in the stellar image position was noted as input. At each corresponding po-
sition in the Ig time series a robust linear fit based on 25 consecutive data
points® was performed on both sides of a noted jump point, and the data was
shifted up or down in order to set the two fits continuous at the jump point®.

4Some jumps in the position of the stellar image do not effect Igw and the Igw value at the
jumps was not always going from a higher to a lower value, which one may conclude from e.g. Fig.
4.2.

5This interval corresponds to a ~ 30 min time span which is only 15% of the period of the
expected dominant mode.

5The slopes of the linear fits were free parameters for both left and right fits because the slope
could change dramatically after a jump.
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Figure 4.4: Time series of night 17/03-00: Igw (top panel), stellar image position along the slit
(second panel), width of stellar image on the slit (third panel), continuum slope (fourth panel), Hq
line center (fifth panel), and continuum level (bottom panel). The time of repositioning the telescope
is indicated with vertical dashed lines in all panels. The fourth dashed line is most likely due to
a mechanical turning point of the telescope, which causes a jump not controlled by the observer.
It was verified that this jump occurred at nearly the same sidereal time each night, indicating its
cause: mechanical relaxation.
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Even though the jumps were found independently of the jumps in the gy time
series, the periodicity in the occurrence of jumps is very close to the time scale of
the expected stellar signal, hence care should be taken when correcting for an effect
of this nature.

The airmass-like effect: Since the slow drift seen as an airmass-like effect was not
clearly pronounced during the entire time series it was not obvious how to deal with
it. For several nights the correlation between Igp and airmass changes dramati-
cally when passing near the point of minimum airmass, while some nights did not
show significant correlation at all. Fig. 4.5 shows three examples of the correlation
between Igy and airmass.

A large sample of harmonic oscillators of different periods and phases were simu-
lated and the corresponding amplitude spectra were calculated for different window
functions, using the fast Fourier transform (FFT) of IDL. The simulated pure signals
are de-correlated against airmass and new amplitude spectra are calculated. The
reduction in amplitude of the main peak in the amplitude spectrum was noted (for
this simulated de-correlation harm_fft.pro is used). The simulations showed that
a divided de-correlation’, rather than de-correlating a night as one block, could be
very dangerous, reducing the stellar signal to approximately 30-60%, dependent on
the exact window function and the phase and period of the signal. For a full night
(9.5 hours) though, the amplitude was only reduced to 80-90%.

From these simulations it was obvious that de-correlating the short nights (cf.
Fig. 4.3, bottom left panel and bottom right panel) would nearly remove the stellar
signal. Both divided and non-divided de-correlation was performed independently
(using de_corr_for_airmass.pro) for all nights, in order to determine which de-
correlation method provided the optimum amplitude spectrum (cf. Chapter 5).

4.1.3 TUnstable line profiles

The point-to-point scatter is twice as large as expected from pure photon noise (cf.
Sect. 4.1.2 page 66) and some relatively large drifts, most likely related to the
changes of the stellar image and with time scales close to the expected stellar signal,
are seen in the time series.

It is extremely difficult, and to some extend impossible, with the available data
to determine what or why it happens that the line index is so sensitive to how the
stellar image falls on the slit. What is known is that the slit is in a poor condition (cf.
Fig. 2.2, page 30.) e.g. affecting the effective slit width and the line center which
moves (Fig. 4.4 fifth panel) when the stellar image moves along the slit because the

"Divided de-correlation is de-correlating first part of the night (before airmass = 1), and the last
part (after airmass = 1) independently (cf. Fig. 4.5).
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Figure 4.5: The line index vs. airmass for three different nights (top panel: 17/03-00, middle
panel: 20/03-00, and bottom panel: 26/03-00). The first part of the night (before airmass = 1)
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center of the slit (Fig. 2.2, dashed line) depends on the stellar image position along
the slit®.

One should imagine the large defocused stellar image moving around on the
rough slit while the exact shape of the stellar image is changing due to both seeing
conditions and telescope focus, which is continually adjusted in order to keep a high
light level and to prevent saturation of the CCD?.

Fig. 4.6 shows a close-up of the H,, line between two successive images at four
different times in the time series (see figure caption). At most jumps only significant
changes in the line depth and possibly the wings are seen (Fig. 4.6, second left- and
right-panels), while for some jumps a significant shift of the line center is observed.
This is probably influenced by the fact that the right part of the slit is not “centered”
at the same position as its central part as mentioned in the paragraph describing
the jump effect (cf. Fig. 4.6, first left- and right-panels). If one compares the four
upper panels (around jumps) with the four bottom panels (no jumps) it is clearly
that the H, line shape changes significantly when a jump occurs.

The effect is even more pronounced when comparing spectra that are not suc-
cessive but say 5-10 minutes apart with a jump in between, indicating that the
repositioning of the telescope had a certain relaxation time'®. The effect is also seen
when comparing a spectrum at airmass ~ 1 with one at high airmass (~ 2.5). From
the investigation of the H, line it can be concluded that the observed jumps and the
airmass-like effect in the line index is a real effect hidden in the data and not due
to the analysis.'!

It is not unlikely that light from the defocused stellar image could be reflected at
the edges of the slit. Since these edges are presumably rather rough and the exact
shape of the stellar image and its position on the slit is unknown, it is not possible to
estimate the effect of such light reflection. The intrinsic noise at both high and low
frequency in the data could therefore be due to the constantly changing reflection of
light on the slit edges, affecting the scattered light in the dispersion direction which
cannot be corrected in the data reduction phase!?.

Another explanation could be a change in the instrument profile, due to the
changing stellar image on the irregular slit. Plots similar to Fig. 4.6 second right

8The shift in slit center seen from Fig. 2.2 dashed line can be ~ 0.5 pixel in good agreement with
the jumps seen in the line center (e.g. Fig. 4.4 fifth panel). The larger but more slowly variation of
the line position is probably due to a general drift at high airmass e.g. flexure in DFOSC.

9These focus adjustments were performed several times per hour.

10and/or that the observer was refocusing the telescope in small steps at the first few images after
a repositioning which also seems to affect the H, line shape.

The high frequency noise, which is at a higher level than expected from pure photon noise,
possibly has the same cause as the jumps and the airmass-like effect.

12Tt was tested if a significant change of the scattered light outside the spectral order could be
measured for spectra around a jump. Such a change could indicate that possible scattered light in
the dispersion direction was changing likewise. No significant change in the scattered light outside
the spectral order was detected, however.
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Figure 4.6: Left panels: The H, line at four different times in the time series from night
17/03-00. Each panel shows two successive normalized spectra (solid spectrum followed by dotted
spectrum). The first and second (left) panels are comparing spectra around a jump (the first and
second jump seen in Figs. 4.2, 4.4, respectively), whether the third and fourth panels are spectra
where no jump is located (randomly chosen). Right panels: The ratio between the corresponding
normalized spectra (solid line divided by dashed line) showed to their left (It should be noted that
the scale of the first panel is not the same as the others.).
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panel supports the explanation that the changes in the stellar image and its motion
causes the changing line profiles. The changing line profiles are in fact often seen as
a shallower line core and broader wings after a repositioning of the telescope, which
often moves the stellar image from the narrow right part of the slit to the broader
central part (cf. Fig. 4.4, page 69 and Fig. 2.2 on page 30).

It was stated by Knudsen (2000) that the dominant changes of Iy seen at the
ends of the nights (in the current thesis referred to as the airmass-like effect) was due
to a lowering of the fitted continuum level caused by stronger telluric lines at high air-
mass, since some of these lines were included in the continuum fit of Knudsen (2000).
Thus the effect was stated to be due to the analysis and not intrinsic in the data.
Through comparison of the continuum level and Igy it cannot be confirmed that
the continuum level can explain the dominant changes of Igy as stated by Knudsen
(2000). Therefore, the effect is rather a real effect in the spectra as mentioned above.

The airmass-like drift and the jumps had characteristic time scales just above
and below the period of the expected dominant mode of £ Hya, respectively. With a
data set so noisy at all frequencies as the one used for the equivalent width method
it is practically impossible to remove the airmass-like drift and the jumps without re-
moving the stellar signal itself (cf. Chapter 5). This conclusion lead to an improved
strategy of extracting the line indices, which does not rely on the minimization of
the high frequency noise.

4.1.4 The improved strategy

Time series based on line-filters broader than b = 4.0 pixels have a higher point-to-
point scatter, but at roughly b 2> 7-10 the line index gets rather insensitive to the
jumps. On the other hand the airmass-like effect gets significantly more pronounced
when going to higher b values.

In the improved analysis three normalized time series Wiy, Wo, and W3g are
constructed based on the line indices Ipw =10, Irwp=20, and Igw =30, respectively.
An example of a spectrum and the chosen line-filters is shown in Fig. 4.7. These
time series all contain roughly the same stellar signal but are affected differently
by the dominant noise source, namely the airmass-like effect'®. The S/N which for
b = 4 was ~ 500, is now ~ 400, ~ 300, and ~ 250, for the single night time series
based on the three new filters.

Combined time series are constructed assigning weights to each time series:
Whnal = Wi WS WS,, where a+b+c=1. A similar technique was implemented by
Kjeldsen et al. (1999a). It turned out that including all three time series did not
produce a Wgp,1 which was significantly better than the combination of only two of

13 Jumps still present in these broad filtered time series behaved more regularly than in the case
of narrow filters.
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Figure 4.7: Spectrum around the H, line (solid line). The dotted line indicates the continuum-
filter used by Iz to calculate a stable continuum indicated with the dashed line. The Iz input
parameters are: dl = 35, dr = 145, ¢l = cr = 25, cgauss = gauss = 8, and line-filter width b = 10
(dash-dot line), b = 20 (dash-dot-dot-dot), and b = 30 (long-dash).

them!®. So in practice either a, b or ¢ was set to zero. In the first case (a = 0)
b=1— cy4—0, in the second case a = 1 — ¢p—p, and the third case a = 1 — b.—¢, thus
providing three different combinations:

W Ca=0

Wﬁnal,a:O = Wy (W—zz> ) (41)
W\ =°

Winaso = Wio [ 222 : 4.2

i = Wao (2 (42)
W bc:O

Whnal,e=0 = Wio <W—?2) . (4.3)

The filter ratio part can be regarded as the correction with no stellar signal content,
while the first part (W5 and Wig, respectively) contain approximately the same

4 Combining the time series of Eq. 4.1-4.3 in the same way as Wio, Wao, and W3 are combined
to create Wanal,a=0, Whnal,b=0, ad Whna1,c=o creates time series including all three time series (W1o,
Wao, and Wsg). These combined time series did not show a further reduction of the low frequency
noise compared t0 Wanal,a=0, Wanal,b=0, and Wna1,c=0. The technique of combining the time series
is described in the following.
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stellar signal, but including different noise contributions. Hence the stellar signal is
unaffected by these weighted filters, and it is only a matter of finding the exponents
Ca=0; Ch—0, and c.—g in order to minimize the noise which behaves regularly with
varying line-filter width.

The equations of Wy, can be transformed to:

W-

log(Wa) = Ca—o - log (W—”> , (4.4)
30
W-

log(Wio) = cpp-log (W—“’) : (4.5)
30
W-

log(Wio) = beo-log (W—”) , (4.6)
20

hence the exponents c,—g, ¢p—p, and b.—o are found as the slope in the log(Wag) vs.
log(Wag /Wsg), log(Wig) vs. log(Wig/Wsg), and log(Wig) vs. log(Wig/Wag) plots,
respectively.!® An example of such correlation plot is seen in Fig. 4.8, which shows
the correlation between the time series log(Wig) and log(Wi9/Wsp) from a single
night. The dashed line indicates the slope cp—g.

Fig. 4.9 shows the time series Wgpa1 4—0, for the same nights as plotted in Fig.
4.3. To remove outlying data points the time series was median filtered by a sliding
boxcar with a width which corresponds to approximately 30 minutes.

As described in Sect. 2.1.2, the Nall doublet was also investigated, but the noise
level in the time series is in that case even worse compared to the time series based
on the H, line. The change in Igy during a single night is roughly 6%. Even when
using the new strategy described above, the Nall time series was extremely noisy
at time scales comparable to the expected oscillation frequency of ¢ Hya. The Nall
data are not further discussed.

Summary of the equivalent width measurements

e Line indices, based on a variety of line-filter widths, have been extracted (using
Iz; Dall (2001)) from the 1D spectra of both H, and the Nall doublet in order

to construct time series.

e For all line-filter widths, the corresponding time series and their combinations,
are relatively noisy. The high frequency component (point-to-point scatter) is
at least twice as large as the expected photon noise.

e The low frequency component of the noise with time scales close to the ex-
pected stellar oscillation signal is e.g. seen as jumps and airmass-like effects.

'5This technique had also been tried for narrow filters (small b), but when the line-filter width was
close to the spectral line width the effect of the noise was very irregular related to the b parameter
(e.g. the jumps and the airmass-like effect were inversely dependent on the line-filter width). Hence
no correlation could be found between the narrow filters say log(Ws.4) and log(W3.4/Wa.e).



4.1. MEASURING THE EQUIVALENT WIDTH 7

0.010
L N i
L N i
L N B
~ +
AN 0.005 tt fe * \+#++ AP
B - + X e
= RS # +
v - * AN Lo P 7
= I Tt
& I + Qi%** Tt o ]
Y I ' e f e e ]
[ + 4+ et + _
“x 0.000 pEEs 9 ﬁtﬁ .
in [ fﬁﬁt % I¢+$++ + ]
2 - v, Ty BEA B
& L +wehy T il
- + T
— T T4 &
%D I o . +¢ h |
_ - + + + ~ —
S -0.005 . :
—-0.010 \ \ \
—-0.010 —0.005 0.000 0.005 0.010

Log[(IEW(bzlo)/<IEW(b:10)>)/(IEW(b:SO)/<IEW(b:3O)>)]

Figure 4.8: Correlation plot of the time series log(Wio) and log(Wio/Wao) from 22/03-00. The
dashed line indicates the slope cp—o.

These effects are shown to be due to real changes hidden in the data unaf-
fected by the carefully performed reduction of the CCD images, and thus also
independent on the algorithm used to extract the line indices.

e Possible explanations of these very large noise levels are discussed. The line
profile investigation of the H,, line seems to indicate that the defocused stellar
image moving around on the rough-edged slit while the exact shape of the
stellar image changes could lead to constant changes in the instrument profile.
Another possible explanation is that scattered light in the dispersion direction
changes which cannot be corrected during CCD reductions.
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Figure 4.9: Time series of six nights (date indicated at each plot), optimized using the combination
of Wao and Wsg (Wanal,a—0; See text, page 74). The smooth solid curve indicates the scaled airmass
shifted (0.01 - (airmass — 1) — 0.02) to match the y-ranges of the plot. The plot is similar to Fig.
4.3. The time series are plotted before any reduction of high frequency scatter has been performed,
which uses a median filter boxcar of 30 minutes width.
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4.2 Measuring the radial velocity

This section shortly presents the measured radial velocity data obtained from the
CORALIE spectra (Sect. 2.2).

The extraction of the radial velocity (cf. Sect. 1.4) from the stellar spectra were
performed by F. Carrier using the method described in Bouchy & Carrier (2001,
and references herein), and will not be discussed further in this thesis. The only
corrections applied to the raw radial velocity time series is a subtraction of the mean
per night. The time series used in the further time series analysis (cf. Chapter 5) is
presented in Fig. 4.10.

The standard deviation of the measurements is 4.6 m/s and is mostly due to the
oscillations. The uncertainties due to photon and detector noise vary between 0.7
and 1.6 m/s with a mean of 0.86 m/s. The error bars in Fig. 4.10, bottom panel are
estimated errors based on oyhite—noise = 2.33m/s (found from the mean level in the
amplitude spectrum at high frequencies; cf. Sect. 5.2) and scaled to the photon
noise of each measurement.
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Figure 4.10: Top panel: Full time series of the radial velocity measurements (only corrected
for the mean of each night). Bottom panel: A zoom-in of the middle part of the time series
where each data point is connected with straight grey lines to illustrate that the oscillations are
clearly seen because of the excellent signal to noise. The error bars are estimated errors based on
Owhite—noise = 2.33m/s (cf. Sect. 5.2) and scaled to the photon noise of each measurement.



Chapter 5

Time series analysis

This chapter will outline the analysis of the two data sets, the equivalent width
time series (Sect. 5.1) and the radial velocity time series (Sect. 5.2). Sect. 5.1 will
include a description of how the different corrections of the time string (cf. Chapter.
4) affect the final amplitude spectrum in the entire frequency range from 0 Hz to the
Nyquist frequency (~ 6500 uHz). In addition, a complete noise diagram from 50 pHz
to 5000 pHz for the DFOSC time series data is presented (Fig. 5.4), which can be
a very useful target selection tool. Sect. 5.2 will include a detailed asteroseismic
frequency analysis which leads to a determination of the density of ¢ Hya.

5.1 The equivalent width time series

In this section there will be a presentation of the time series analysis related to the
equivalent width time series, including amplitude spectra of the different time series
based on both narrow and broad line-filter widths (cf. Sect. 4.1).

The program used to calculate the amplitude spectra of the time series
(ampl_spec_calc.pro) is based on the Fourier analysis program written by Kjeldsen
(1992). The weights assigned to each data point in the time series are derived from

the local point-to-point scatter calculated using individ_variance.pro'.

5.1.1 The narrow line-filter time series

Amplitude spectra of the time series based on the narrow line-filter width (b =
4.0 pixel) are shown in Fig. 5.1 and Fig. 5.2. The raw time series produces an
amplitude spectrum with a mean noise level of ~ 300 ppm (Fig. 5.1, top panel) in
the range of the expected stellar signal (80-110 uHz). Subtracting the nightly mean
reduces the noise to ~ 230 ppm (Fig. 5.1, bottom panel). Including the corrections
of the jumps and the airmass-like effect further reduces the noise to ~ 170 ppm

!The calculation of the local point-to-point scatter of the time series discussed in Sect. 5.1.1 also
included a sigma-clipping process in an iterative loop (using parm_variance.pro).

81
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Figure 5.1: Amplitude spectra of the narrow line-filter time series. Top panel: The raw time
series. Bottom panel: Time series corrected for the offset (mean) per night.
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Figure 5.2: Amplitude spectra of the narrow line-filter time series. Top panel: Time series
corrected for offset, jumps and airmass-like effect (non-divided; cf. Chapter 4, page 70). Bottom
panel: Time series corrected for offset, jumps and airmass-like effect (divided). Note that the
ordinate scale is changed by a factor of four compared to Fig. 5.1.
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and ~ 100 ppm for non-divided and divided airmass de-correlation (cf. Chapter 4,
page 70), respectively (Fig. 5.2, top- and bottom panel). The white noise level® of
~ 70 ppm is reached for frequencies above ~ 700-800 uHz in the bottom- and top
panel in Fig. 5.1. The de-correlation lowers the frequency threshold that separates
the frequency interval into a lower and a upper part, the former being dominated by
1/ f-noise and the latter dominated by a white noise (including the photon noise).
For the non-divided de-correlation the white noise dominates for frequencies above
~ 500 pHz, while the divided de-correlation lowers this value to roughly 200 pHz
(Fig. 5.2)3.

The divided de-correlated time series shows an effective reduction of power at
the low frequency end of the amplitude spectrum. This is because the airmass de-
correlation acts like a high-pass filter, so the divided de-correlation is more efficient
up to somewhat higher frequencies than the non-divided de-correlation.

The simulations described in Sect. 4 (page 70) and the fact that the amplitude
spectrum of the divided de-correlation is nearly flat (at a value of roughly the white
noise) from ~ 100 pHz to ~ 6500 uHz (the Nyquist frequency) indicate that the de-
correlation process has been so efficient that only the white noise is left in the time
series, hence only a very small fraction of the stellar signal has probably survived
in the bottom panel of Fig. 5.2. Since the divided de-correlation seems to be too
efficient, the peak at roughly 60-80 uHz in the amplitude spectrum close to the
expected signal (~ 90 zHz) is probably a spurious peak (cf. Fig. 5.2, bottom panel).
This peak probably originate due to the power reduction in the relatively high noise
background at the low frequency end. Hence based on this spectrum, it is not
possible to conclude if the peak at ~ 60-80 uHz is partly due to excess of power
originating from the stellar signal or not.

The expected stellar signal is ~ 280 ppm (cf. Table 1.2). Compared to the noise
one could expect to see a few oscillation peaks interfering positively with the noise
in Fig. 5.1 and probably also in Fig. 5.2, top panel. In Sect. 5.2 it is shown that
the actual stellar signal is only ~ 2m/s based on the time series covering one month
of observation in radial velocity. Assuming that the scaling relations (cf. Egs. 1.7,
1.9; Sect. 1.2.1) predict a similar oscillation amplitude in velocity and in equivalent
width, the measured stellar signal of ~ 2m/s in the velocity observations (cf. Sect.
5.2.1) can be estimated to be roughly 70 ppm in the equivalent width time series
presented in this section. Hence it would not be possible to see the stellar signal in
any of the panels in Figs. 5.1, 5.2.

5.1.2 The improved strategy time series

In order to remove outlying data points, the time series created using the method
outlined in Sect. 4.1.4 are median filtered by a sliding boxcar with a width corres-
ponding to approximately 30 minutes.

*The white noise level is roughly twice as large as the expected photon noise.
3The noise is derived fitting “af%+b” to the power spectrum using one_over_f_noise.pro.
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Two examples of the amplitude spectra of Wpa1p—0 (Eq. 4.2) are shown in Fig.
5.3. The top panel can be regarded as the raw time series (not corrected for a
daily offset), while the bottom panel is corrected for a daily offset. Since the stellar
signal is unaffected by the value of the exponents cqp =g, the bottom panel should
be the best obtainable amplitude spectrum* of the spectra presented in Fig. 5.3.
The frequency defining the white noise dominated and 1/f noise dominated parts
of the spectrum is in these plots ~ 800 uHz and ~ 400 uHz, respectively. These
values clearly show that the amplitude spectrum shown in Fig. 5.3, bottom panel, is
based on the best technique to reduce the 1/f noise component, without affecting
the stellar signal significantly.

It is quite evident that the stellar signal is impossible to detect in the equivalent
width time series by comparing the amplitude spectra of the equivalent width time
series in Figs. 5.1, 5.2, and 5.3 with the one based on the actual measured stellar
signal in the radial velocity time series also shown® in Fig. 5.3, bottom panel. The
peaks in the frequency range 50-120 pHz of the amplitude spectrum shown in Fig.
5.3, bottom panel (solid grey line) have been identified using the same method as
described in Sect. 5.2.2. There is no correlation between these peaks, which are most
likely noise peaks, and the peaks detected from the radial velocity measurements (cf.
Sect. 5.2).

In the frequency interval of the expected stellar oscillation signal, the noise level
in the equivalent width time series is dominated by non-white noise, which is a factor
of ~ 10 larger than the noise in the radial velocity time series®. It will therefore not
be feasible to use DFOSC to attain a detection similar to that obtained using the
radial velocity data, due to the observing time scale necessary for that. In fact, a
rough estimate of the required observing time would be ~ 10 years.

The 1/f noise component of the bottom panel in Fig. 5.3 is plotted in Fig. 5.4
(solid black line)®. The white noise from Fig. 5.3 is also indicated (solid grey line).

For any given star, if one has an estimated amplitude and dominant oscillation
frequency combined with the expected photon noise and neglects any other white
noise contributions, one can use Fig. 5.4 to estimate the approximate S/N level
obtainable using the DFOSC in the current setup for a similar investigation (cf.
Chapter 2). This would be a quite useful tool to select targets which are suitable
for asteroseismic investigations using DFOSC. In the specific case of solar-like oscil-
lations, the expected stellar oscillation amplitudes (using 1/g scaling) for stars with
an effective temperature of 5000 K and 4000 K are plotted (dashed line and dash-

4The offset correction of the mean per night reduces the low frequency noise. It is a fairly safe
filter, not affecting the stellar signal significantly.

®The amplitude spectrum based on the radial velocity measurements has been scaled (assuming
that Egs. 1.7, 1.9 scale correctly) to ppm in equivalent width by 34 ppm/(m/s).

5The 1/f noise quoted in Fig. 5.4 has been compared to a similar asteroseismic investigation
(Knudsen, 2000) performed with DFOSC. The 1/ f noise in the time series of Knudsen (2000) (fitted
to the original data, using one_over_f_noise.pro) was five times larger than the 1/f noise quoted
in Fig. 5.4, and three times larger than the 1/f noise seen in Fig. 5.1, top panel.
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Figure 5.3: Amplitude spectra of the wide line-filter time series (Wanal,5=0, Eq. 4.2). Top panel
shows the example where cp—9 = (Cp=0,s), 7 being the index of the data set from night i. At the
bottom panel cy—o = Cp—0,;- The black line at the bottom of this panel is the observed amplitude
spectrum from the radial velocity data, scaled to ppm (34 ppm/(m/s); see text) in the equivalent
width. The maximum oscillation peak is roughly 70 ppm).
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Figure 5.4: Noise diagram of the DFOSC with the setup described in Sect. 2.1.2, page 28. Solid
black line: 1/f noise component which fits the amplitude spectrum shown in the bottom panel of
Fig. 5.3. Solid grey line: Indication of the additional white noise (~ 2 times the photon noise)
which has been fitted to an amplitude spectrum similar to Fig. 5.3 bottom panel, but without
low-pass filtering with a median filter boxcar. Dash- and dash-dot lines show the expected stellar
oscillation amplitudes for solar-like oscillations in stars with effective temperatures of 5000 K or
4000 K, respectively. The expected amplitudes are derived using the 1/g scaling (Eq. 1.7) which
predicts amplitudes ~ 1.8 times higher than the L/M scaling (Eq. 1.6) for an effective temperature
of 5000 K.
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dot line, respectively). The expected solar-like oscillation amplitudes are derived by
combining Egs. 1.4, 1.9 (Sect. 1.2.1)7 using 0lnW/0InT = 7 (cf. page 18), and

L x RQT:H:

ow OlnW L/Lg

T 1.0+0.1

w OInTeg % (M/Mg)(Tesr / Teft,0)° X ( ) Ppm

(R/Rp)?
X (7.0 £ 0.7) ppm

(/M) T [Ty 007
(R/Ro)X(Tett/ Tett,0) "/ 3050

x x (7.0 £ 0.7) ppm
(M/Mg,) 3050 (Ter/ Tefr,0)/2 ( )

= (Vmax/pH2) ™V X (Togt/Ter o)~/ x (2250 + 225) ppm . (5.1)

5.1.3 Summary: The equivalent width time series

The unexpected noise in the time series discussed in Chapter 4 is shown to be
crucial in the amplitude spectra, which are totally dominated by 1/f noise in
the frequency range of the expected stellar oscillation signal.

Time series based on single line-filters could not be de-correlated against other
parameters in order to reduce the 1/f noise to an acceptable level without
reducing the stellar signal dramatically. This problem could not be solved using
time series based on single line-filters because the time scale of the stellar signal
was too close to the time scale of the instrumental instability which caused
the large 1/f noise. The best solution was a combination of time series each
based on wide line-filters of different widths.

Investigating the power spectra showed that the 1/f noise of the raw time
series was the dominant noise component for frequencies below ~ 800 uHz. By
de-correlation or combination of different line-filters it was possible to reduce
this regime to below 400-500 4Hz, though still including the frequency range
of the expected oscillation stellar signal.

Even without the large 1/ f component of the noise, so the total noise consisted
only of the white noise, it would at best be possible to detect only excess of
power and not provide individual frequencies, since the actual stellar signal
(cf. Sect. 5.2) is roughly equal to the white noise (~ 70 ppm), assuming that
the scaling relations Egs. 1.7, 1.9 are applicable.

It was tested that the peaks in the amplitude spectrum of the equivalent width
measurements at the frequency range of the stellar signal were not similar to
the oscillation frequencies detected later (cf. Sect. 5.2) from the radial velocity
measurements.

"Note that Eq. 1.9 is based on the most optimistic amplitude scaling of the two presented in
this thesis (Eq. 1.6 (L/M scaling) and Eq. 1.7 (1/g scaling)).
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e Due to the drifts discussed in Chapter 4, which introduce the relatively high
noise level in the low frequency end of the amplitude spectrum, it can be
concluded that the DFOSC is not suitable for asteroseismic investigations of
solar-like oscillations using the equivalent width method (cf. Fig. 5.4).

5.2 The radial velocity time series

This section will give a detailed description of the time series analysis related to the
radial velocity time series. The amplitude spectrum of this time series is analysed
in order to verify if excess of power is positioned at the expected frequency and
amplitude (Sect. 5.2.1). Extracted frequencies (Sect. 5.2.2) are used for mode iden-
tification (Sect. 5.3) and the observed large frequency separation is compared to a
theoretical frequency spectrum from a pulsation model leading to a determination
of the density of £ Hya (Sect. 5.3.4). Further, the damping time of the oscillations
and the validity of the extracted frequencies are discussed, e.g. based on simulations.

The time series (shown in Fig. 4.10) based on the radial velocity measurements
described in Sects. 2.2, 4.2 is analysed using Period98 (Sperl, 1998). The data
points are weighted with the photon and detector noise.

The amplitude spectrum and the corresponding window function are shown in
Fig. 5.5. Not only is a very clear excess of power in a broad envelope seen in
the frequency range 40-140 uHz, but several individual frequencies can be identified.
This is the most firm evidence of solar-like oscillations in a giant star, and this
detection resulted in a ESO press release (see Aerts et al., 2002) and a subsequent
paper (Frandsen et al., 2002) (Paper I).

Even though the observation period is too short to get a well defined envelope
peak of the excess power due to the stochastic nature of the excitations, it seems
that the peak of the envelope would be roughly at 80-100 4Hz in good agreement
with the prediction vmax = 93(15) pHz (cf. Table 1.2).

The mean error of each measurement in the time series is estimated from the
mean level in the amplitude spectrum at high frequency (160-190 xHz) which is
pamp = 0.20m/s. Assuming the noise is Gaussian, this implies a mean error of each
measurement in the time series of (omeasure) = Hampy/N/7 = 2.33m/s (Kjeldsen &
Bedding, 1995), where N = 433 is the number of data points.

5.2.1 Amplitude and damping
Taking the noise level into account using A7 = AZ. + (8.7 + 2.3) 3y, (Kjeldsen &

0SC
Bedding, 1995, their A3), one can estimate an amplitude of the highest peak (A4;) of
~ 1.7m/s, which is a factor of 4.7 smaller than the prediction of 8.2m/s using 1/g
scaling. The L/M scaling predicts an amplitude of 4.7m/s, a factor of 2.7 larger
than measured (cf. Table 1.2). It should be noted that the measured amplitude
depends on the particular degree of the mode which is detected, since the observa-

tions are affected by the so-called response function (Sect. 1.2.1), which depends
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Figure 5.5: Top panel: Amplitude spectrum of ¢ Hya based on the radial velocity measurements.
The Nyquist frequency is ~ 200 pHz. The amplitude is indicated in m/s, and can be scaled to ppm
by 34 ppm/(m/s) assuming that the scaling relations (cf. Egs. 1.7, 1.9; Sect. 1.2.1) scale correctly
for red giant stars. Bottom panel: Window function of the radial velocity time series. Both top-
and bottom panels are oversampled with a frequency step of 0.01 pHz (0.25 times the frequency
resolution).
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on the measured oscillation quantity (radial velocity, equivalent width etc.) and
degree [ of the oscillation. The observed oscillation amplitude also depends on the
observing time relative to the damping time of the mode. If T,ps > Tgamping, the
observed amplitude would be underestimated compared to the predictions by the
scaling relations. Hence care should be taken when comparing measured amplitudes
with the scaling relations.

Subsequent to the ESO press release (Aerts et al., 2002) Houdek & Gough (2002)
made theoretical predictions for the amplitude, including the damping rate as a func-
tion of frequency, for £ Hya. They predict the amplitude of the highest peak to be
2.3m/s. This can be compared directly to the scaling relations of Kjeldsen & Bed-
ding (1995) (cf. Egs. 1.6, 1.7), since the models of Houdek & Gough (2002) are
calibrated to the same solar velocity amplitude (vosc,o = 23.4 cm/s) as that used by
Kjeldsen & Bedding (1995). The scaling relations predict amplitudes which are a
factor of 2 and 3.5 larger than the result of Houdek & Gough (2002) for the L/M
and 1/g relations, respectively. This clearly indicates that these simple scalings from
the Sun does not hold for giant stars like ¢ Hya.

The damping rate for £ Hya at 90 uHz is predicted to be ~ 0.1 uHz (Houdek
& Gough, 2002) corresponding to a damping time of ~ 17 days, which cannot be
resolved by the current data set.

In addition to the result of Houdek & Gough (2002), the damping time has been
investigated through simulations. T'wenty simulated time series are constructed with
an input white noise of 0.2m/s and the same window function and point-to-point
weights as the real time string. There are twelve input frequencies distributed in
a Gaussian envelope around 90 pHz with individual frequency amplitudes ranging
from 0.4-1.5m/s.

Three typical examples of simulated amplitude spectra, each of different damping
time, are shown in Fig. 5.6. In contrast to the predictions of Houdek & Gough
(2002), Fig. 5.6 could indicate that the damping time is in the order of one week,
since the amplitude spectra based on long damping times are too “clean” compared
to the observed spectrum, which is quite dense (cf. Fig 5.5, top panel). However,
it should be noted that this is not a definite proof that the actual damping time is
significantly shorter than predicted by Houdek & Gough (2002).

Introducing a more densely packed input frequency pattern of twenty frequencies
in the range 60-120 uHz but with a long damping time also reproduces a dense
amplitude spectrum, similar to the observed one (cf. Fig. 5.7). The simulated
time series of the more densely packed input frequency pattern assumes that many
modes are excited to an observable amplitude with a mean separation of only 3 pHz.
This is roughly half the expected large frequency separation, which implies that a
substantial number of detected frequencies are due to non radial modes (cf. Sect.
5.3.1, page 100 and 101, and Sect. 5.3.2).
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Figure 5.6: Amplitude spectra of the simulated time series. Each panel has indicated the corres-
ponding damping time in the title.
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Figure 5.7: Amplitude spectrum of a simulated time series with the same window function, point-
to-point weights, as in the observed time series. The mean noise is 0.2m/s and the input signal is
20 frequencies covering 60-120 pHz with amplitudes ranging from 0.8 m/s to 1.9 m/s. The damping
time is infinite.

5.2.2 Finding the frequencies

To be able to separate distinct modes, their frequency separation, dv, should be
larger than the frequency resolution (1/7, where T is the total time span of the
time series). The frequency separation should at least be v ~ 2.5/T = 1.02 yHz to
be sure that the frequencies can be separated (Loumos & Deeming, 1978).

The frequency determination using Period98 can be itemized in the following
way:

e (Calculate the amplitude spectrum and locate the frequency and the amplitude
of the highest peak.

e Fit frequency, amplitude, and phase to the time series, with the obtained
frequency and amplitude as input guesses.

e Subtract the best fit from the time series and recalculate the amplitude spec-
trum, then locate the highest peak.

e Fit the new and the former frequencies simultaneously to the time series etc.

The amplitude spectrum is not based on Fast Fourier Transform, as the data are
not equally spaced in time and the Fourier analysis includes weights of each data
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point®. The fit to the data is as follows

n
A(t) = offset + Y  A;sin(2n(F; -t + P)) , (5.2)
i=1
where n is the number of frequencies which are fitted simultaneously, and A, F,
and P are the amplitude, frequency, and phase, respectively. The fitting procedure
is done in two steps. First, the frequency found from the amplitude spectrum is
fixed and the amplitude and phase are adjusted. Afterwards an improved fit is
calculated, where frequency, amplitude, and phase are adjusted at the same time.
When an additional frequency is added to the set of identified frequencies, it will be
fitted simultaneously with the former identified frequencies. From the entire list of
identified frequencies one has the opportunity to use only a user-defined subset in
the fitting, which is believed to be real, and recalculate the fit (for further details
see Sperl, 1998).

The list of frequencies found in the amplitude spectrum following the procedure
described in the former paragraph can be seen in Table 5.1. The frequencies are

Table 5.1: Oscillation frequencies and amplitudes for ¢ Hya

Designation  Frequency/(pHz) Amplitude/(m/s) S/N

F1 85.95(5)" 1.87(21)° 6.2
F2 59.42(5) 1.86 6.2
F3 79.13(5) 1.68 5.6
F4 108.21(6) 1.48 4.9
F5 95.26(5) 1.83 6.1
F6 101.21(6)* 1.43 4.8
F7 112.26(8)" 1.09 3.6
F8 116.02(7)** 1.25 4.2
F9 105.08(6)** 1.31 44
F10 65.31(8) 1.03 3.4
F11 73.35(8) 1.07 3.6
F12 103.75(8)"* 1.01 3.4
F13 98.75(8) 1.09 3.6

“ The errors are derived from: oy = 1/(T,b5-S/N-v/2), and

Camp = (uamp)/ﬂ, (see text).
* Indistinguishable frequencies (F6+11.57 yHz)—F7< év ~ 1 uHaz.
** Indistinguishable frequencies |(F8—11.57 uHz) — (F9,F12)| < v ~ 1 uHz.

shown in the order with which they are found using the procedure itemized above.
F1 is the highest peak of the raw amplitude spectrum (cf. Fig. 5.5, top panel), F2
the highest peak after F1 is subtracted, etc.

Fig. 5.8 shows 6 steps of the frequency extraction process, out of the 13 in total,
using Period98 starting from the original amplitude spectrum, where more and

8Tt was tested that the Fourier analysis performed by Period98 gave the same result as
ampl_spec_calc.pro used for the analysis of the equivalent width time series.
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more frequencies are subtracted successively from the time series until only a noise
spectrum is left (Fig. 5.8, left side from top to bottom followed by right side from
top to bottom). Since the fitting of the different harmonic oscillators is performed
simultaneously, frequencies which are found at a later stage can end up with a higher
amplitude than a frequency found earlier.

The significance of each mode is given as S/N in Table 5.1, which is calculated
with respect to a mean noise level derived as the average of the mean level in the
amplitude spectrum at the high frequency end, 145-185 pHz ({pamp,1) = 0.24m/s),
and of the low frequency end, 5-45 pHz ({(pamp,2) = 0.36 m/s) which finally gives
(bamp) = 0.30m/s.

The errors in the frequency and amplitude indicated in Table 5.1 are derived
using the following formulae. The mean noise ({ftamp) = 0.30m/s) can be sepa-
rated in two orthogonal components, an amplitude component (0amp) and a phase
component () (Amppear denotes the amplitude of the peak):

_ {Hamp)
Oamp = /2 (5.3)
0_¢ — </"amP> (54)

Amppeak X \/i '
Using S/N = Amppeak/ (Hamp) and the relation o = o4/T,ps one obtains:

1
= ; 5.5
o1 Tops X S/N x /2 (5:5)

5.3 Mode identification

In this section, the extracted frequencies and corresponding amplitudes from the
amplitude spectrum of ¢ Hya (cf. Table 5.1) are analysed, which includes a discus-
sion of the validity of the individual frequencies listed in Table 5.1. Furthermore, an
assumed frequency distribution of equally spaced radial modes is fitted to the ob-
served frequency spectrum in order to determine a large frequency separation, which
provides a determination of the stellar density. To study the nature of the oscilla-
tions detected in £ Hya, it is necessary to compare the observed frequency spectrum
with predictions from a pulsation model. A theoretical frequency spectrum of ra-
dial modes based on the stellar parameters of £ Hya (cf. Sect. 1.5) is presented for
comparison. This comparison is used to estimate the oscillation damping time and
the stellar mass.

5.3.1 Autocorrelation

If it is assumed that the frequency spectrum of ¢ Hya shows an equally spaced fre-
quency pattern, which is expected from model calculations (cf. Sect. 5.3.4), one can
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Figure 5.8: Amplitude spectra of the radial velocity time series. The extraction of frequencies
can be followed from top left to bottom left followed by top right to bottom right. To save space,
not all 13 individual extraction steps are shown. The extracted frequencies are denoted in the same
way as in Table 5.1. All extracted frequencies are indicated by wvertical dotted grey lines to clarify
the amplitude variation during the extraction process.
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find the general separation in this pattern by calculating the autocorrelation func-
tion. The autocorrelation function is derived using auto_corr.pro, which includes
a weight function defining the part of the power spectrum of interest. In this case
the autocorrelation function can be expressed as

f max

autocorr(5f) = Y (p(f) - p(f +5f) - W(f)) (5.6)
f="fmin

where 0 f is the frequency separation, p is the power, and W is a weight function.
The autocorrelation function of the raw spectrum is shown in Fig. 5.9. The top
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Figure 5.9: Top panel: Raw amplitude spectrum similar to Fig. 5.5 (top panel), with the weight
function indicated as the dashed Super-Gauss curve. Bottom panel: Autocorrelation function
of the raw spectrum. The structure from the side-bands are clearly seen as a large peak at 1/day
(11.574 pyHz) indicated with a dashed line. In addition, the half of the daily alias (5.787 uHz) is
indicated with a dotted line.

panel shows the amplitude spectrum and the weight function W, and the bottom
panel shows autocorr(df) (cf. Eq. 5.6). The frequency corresponding to 1/day=
11.574 yHz is indicated by the dashed line and a very clear peak is seen at this
position in the autocorrelation function. Further, at 1/2x11.574 yHz there is another
significant peak, indicated by a dotted line.

Due to the clear alias problems, most of the peaks visible in the autocorrelation
function are not independent, because they are “reflections” of one another around



98 CHAPTER 5. TIME SERIES ANALYSIS

the 11.574 uHz and 5.787 uHz peaks (cf. Fig. 5.9), and thus due to correlations
between the side-bands and frequency separations. This correlation will be explicitly
explained below. It means that there are at most four independent peaks, and since
the expected large frequency separation is Avgexpect = 7.0(7) pHz (cf. Table 1.2),
the peaks within the frequency range 5.787-11.574 uHz are further analysed. Within
that range, the frequencies of the four peaks are: 6.87 yHz, 8.07 uHz, 9.35 uHz, and
10.60 pHz, where the peak at 6.87 uHz is the most significant. From these frequencies
the other frequencies seen in Fig. 5.9 (bottom panel) can be found as:

fcorrelation = (:l:?’l, x 11.574 +m x fpeak) MHZ, (57)

where n and m are integers and fpeax is one of the four frequencies quoted above.
This is because of the correlations between the side-bands and frequency separations
as mentioned above.

Setting n = —m = 2 and fpeak = 6.87 in Eq. 5.7 gives 9.41 uHz (~ 9.35 uHz),
hence this frequency can also be explained as a correlation between side-bands and
a frequency separation of 6.87 yHz. Therefore, only three frequency separations are
likely to be independent: 6.87 uHz, 8.07 uHz, and 10.60 pHz.
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Figure 5.10: Top panel: CLEANed amplitude spectrum, with the weight function indicated as
the dashed Super-Gauss curve. Bottom panel: Autocorrelation function of CLEANed spectrum.
The structure from the side-bands is clearly removed relative to Fig. 5.9. The dashed line and
dotted line are the same as in Fig. 5.9.
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An additional test of the frequency separation is performed on the CLEANed
frequency spectrum. This is done to avoid the problems caused by the side-band
structure.

The CLEANed spectrum is obtained by subtracting 50 frequencies from the raw
amplitude spectrum one by one, as described in Sect. 5.2.2. For each detected
peak, a Gaussian envelope with the same amplitude as the peak is constructed
with a width corresponding to the frequency resolution (1/Tops = 0.4 uHz). The
final CLEANed spectrum and its autocorrelation function are shown in Fig. 5.10.
After the side-band structure has been removed from the amplitude spectrum, the
peak at 11.57 yHz (wvertical dashed line) is totally removed and the 6.87 yHz is more
pronounced relative to other features visible in the autocorrelation function®.

Observed frequency spectrum
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Figure 5.11: Observed frequency spectrum based on the frequencies and amplitudes given in
Table 5.1 (solid black lines). The first side-bands of each frequency are indicated by dotted grey
lines with amplitudes equal to their corresponding center frequency to clarify their connection. In
addition, an error bar at 130 pHz indicates the typical error (£1¢) in the measured amplitude and
the width of the bar is the approximate frequency separation, év ~ 1 pHz, required to separate
distinct modes based on the current data set. The horizontal grey dashed line shows the 40 level.

The frequency spectrum based on the frequencies and amplitudes given in Table
5.1 is plotted in Fig. 5.11. It can be clearly seen that the first five peaks (F2, F10,

®The significance of the peak at 6.87 uHz in the autocorrelation function has to be determined
through simulations.
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F11, F3, and F1) are distributed with nearly equal spacing. A linear fit to these
frequencies as a function of n, a suitable order for each mode, provides a frequency
separation of Ay ohs1 = 6.69(18) pHz, which is in good agreement with the results
from the autocorrelation function. The scatter of the observed frequencies relative
to the predicted frequencies based on Avg ghe1 is 0ops1t = 0.50 pHz. If the order n is
matched to the model spectrum (cf. Table 5.4, page 107) the fit to the asymptotic
relation is:

Fopsi(n) = 5.8(1.8) + n x 6.69(18) uHz (5.8)

resulting in the following values for the first five frequencies:

n=8  59.27(38) uHz
n=9  65.96(27) uHz
n=10 72.65(22) pHz
n=11 79.34(27) uHz
n=12 86.03(38) uHz

The quoted errors are based on an extrapolation formalism.

The higher frequency end of the spectrum seems at first to be more chaotic
than the first five frequencies, showing no clear separation. This could indicate that
modes of different degree [ are observed, a possibility which should be investigated
by calculating pulsation models. But, as a first step, it is investigated whether these
peaks can be explained as radial modes. In order to do so, some of the frequencies
are regarded as side-bands, and thus shifted by +£11.574 yHz. In fact, simulations
show that, depending on the oscillation damping time, it is expected that side-bands
should be detected and therefore it cannot be expected that all frequencies listed in
Table 5.1 are center frequencies (cf. Sect. 5.3.5).

Extrapolating the fit based on the frequencies F2, F10, F11, F3, and F1 (Eq.
5.8) to cover the entire frequency range of the detected frequencies listed in Table
5.1 provides the following expected frequencies:

n=13  92.72(52) uHz
n=14  99.41(67) uHz
n=15 106.1(81) uHz
n=16 112.8(97) uHz
n=17 119.5(1.1) pHz
n=18 126.2(1.3) uHz

The observed frequencies which fit into this scheme are (within 1-20 of the ex-
trapolation) shown in Table 5.2. The observed frequency spectrum based on the
“Interpreted” frequencies in Table 5.2 is shown in Fig. 5.12. As discussed in Sect.
5.2.2 the required separation between mode frequencies, dv, should be larger than
~ 1pHz in order to separate individual modes. In the above arrangement of ob-
served frequencies, F12 and F9 are averaged though they are separated by 1.33 uHz,
and hence regarded as one non separable frequency.
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Table 5.2: Equally spaced frequencies for £ Hya (Case 2)

Observed frequency Expected mode Interpreted frequency

F2  59.42uHz  f(n=8) f(n=8) =  59.42 uHz
F10  65.31uHz  f(n=9) f(n=9) =  65.31 uHz
F11  73.35uHz  f(n=10) f(n=10) =  73.35 uHz
F3 79.13 pHz f(n=11) f(n=11) =  79.13puHz
F1  85.95uHz  f(n=12) f(n=12) =  85.95yHz
F12 103.75uHz  f(n=13)+11.57 f(n=13) =  92.18 uHz
F9  105.08 uHz f(n=13) + 11.57 f(n=13) =  93.51pHz
F13  98.75uHz  f(n=14) f(n=14) =  98.75 uHz
F5  95.26uHz  f(n=15) —11.57 f(n=15) = 106.83 yuHz
F7  112.26pHz  f(n=16) f(n=16) = 112.26 yHz
F6  101.21uHz  f(n=16) — 11.57 f(n=16) = 112.78 yHz
F4  10821puHz  f(n=17) —11.57 f(n=17) = 119.78 yHz
F8  116.02pHz f(n=18) — 11.57 f(n=18) = 127.59 uHz

Recalculating the fit based on all frequencies of order 8 < n < 18, provides the
following relation!?:

fobs2(n) = 4.9(8) +n x 6.77(6) pHz, (5.9)

hence Avgobs2 = 6.77(6) pHz. The scatter of the observed frequencies relative to
the predicted frequencies based on Eq. 5.9 is ogpg2 = 0.57 uHz. The corresponding
fit is shown in Fig. 5.13.

All the listed frequencies in Table 5.1 are through the above analysis explained
as radial modes.

5.3.2 Second solution

If one does not stick to the autocorrelation function, but simply shifts a few observed
frequencies by +11.574 uHz, it is possible to find at least one additional solution
for the large frequency separation in the range Avgexpect = 7.0(7) pHz (scaling
prediction).

The result of these shifts in the frequency spectrum is shown in Table 5.3, and
the corresponding frequency spectrum is shown in Fig. 5.14 (see caption). Both
pairs, (F5, F4) and (F13, F1), are separated by more than the required frequency
separation (dv ~ 1pHz), and hence could be non-radial modes. However, in the
following calculation of the frequency separation based on all frequencies shown in
Fig. 5.14, (F5, F4) and (F13, F1) are assumed to be non separable radial modes.

Calculating the fit based on all the frequencies of order 8 < n < 16, provides the
following relation!?:

Fopsa(n) = 2.6(9) +n - 7.02(7) uHz, (5.10)

107f two observed peaks are assigned to the same mode, their mean frequency is used in the fit.
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Modulated frequency spectrum?
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Figure 5.12: (See caption of Fig. 5.11). The following frequencies have been shifted (shift given
in parenthesis): F4 (+11.574 yHz), F5 (+11.574 uHz), F6 (+11.574 pHz), F8 (+11.574 yHz), F9
(—11.574 yHz), and F12 (—11.574 uHz) with respect to the detected frequencies given in Table 5.1.

and hence gives Avgopss = 7.02(7) pHz. The scatter of the observed frequencies
relative to the predicted frequencies based on Eq. 5.10 is ogps3 = 0.54 uHz. The
corresponding fit is shown in Fig. 5.15.

5.3.3 Comparison and discussion of the two solutions

The large frequency separation (A obs1) based on only the first five frequencies (F2,
F10, F11, F3, F1) is consistent with that based on all 13 frequencies (Avg gps2). This
is indeed expected since the former were used to find the right ordering of all the
observed frequencies in order to obtain A gphs2. In the following only Avg ghso and
Avg ohs3 Will therefore be compared, designated as Case 2 and Case 3, respectively.
Based on the scatter of the observed frequencies modulated by alias shifting
around their fits fopso(n) and fopsz(n) (Tobs2 = 0.57 uHz, oopss = 0.54 uHz), it is not
possible to determine which of the two solutions is best. However, if only modes
with a detection of S/N> 4 (cf. Figs. 5.12, 5.14) are considered, differences can
be seen. The scatter around the fits is now ogpge = 0.46, and oyps3 = 0.74, which
implies that Avg ops2 = 6.77(6) pHz gives a better fit to the high S/N peaks.
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Figure 5.13: The observed frequencies with S/N > 3.4 plotted versus radial order n predicted
by a pulsation model (cf. Sect. 5.3.4). Some frequencies are shifted by the daily alias as shown in
Table 5.2. Closely spaced frequencies are averaged, providing 11 distinct frequencies of the total 13
detected (cf. Table 5.1).

A visualization of the goodness of fit of the two models is shown in Fig. 5.16,
where the calculated frequencies based on Eqgs. 5.9, 5.10 are compared to the
observed amplitude spectrum. From Fig. 5.16, it is seen that the Avggne =
6.77(6) pHz model fits the amplitude spectrum best for the most significant peaks,
and therefore must be regarded as the most likely of the two possibilities.

It should be noted that the density of peaks, both center peaks and their side-
bands, is high in the observed frequency spectrum (cf. Fig. 5.11). Therefore it is not
surprising that more than one possible solution for the large frequency separation is
found when the shifting of frequencies is allowed. Even though it can look like the
separation is known with a small uncertainty, this result needs confirmation from
extended observations, which should be based on a multi-site observing campaign in
order to reduce the alias problems. In the following, both solutions will be compared
to the theoretical frequency spectrum.
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Table 5.3: Equally spaced frequencies for £ Hya (Case 3)

Observed frequency Expected mode Interpreted frequency

F2  59.27uHz  f(n=8) f(n=8) =  59.27 uHz
F10  65.96 pHz f(n=9) f(n=9) = 65.96 pHz
F11  73.35uHz  f(n=10) f(n=10) =  72.65 uHz
F3 79.34 uHz f(n=11) f(n=11) =  79.65 uHz
F1  85.95uHz  f(n=12) f(n=12) =  85.95 uHz
F13  98.75uHz  f(n=12) +11.57 f(n=12) =  87.18 uHz
F9  105.08 uHz f(n=13) + 11.57 f(n=13) =  93.51 uHz
F6 101.21uHz  f(n=14) f(n=14) = 101.21 yHz
F7  112.26pHz  f(n=14) +11.57 f(n=14) = 100.69 pHz
F4  108.21puHz  f(n=15) f(n=15) = 108.21 pHz
F5  9526uHz  f(n=15)—11.57 f(n=15) = 106.83 uHz
F8  116.02uHz  f(n=16) f(n=16) = 116.02 uHz
F12 103.75 pHz f(n=16) — 11.57 f(n=16) = 115.32uHz

5.3.4 Comparison with theory

Based on the evolutionary model which gives the best fit to ¢ Hya (cf. Fig. 1.5,
thick solid line, page 23), a pulsation model has been calculated (Teixeira, 2002)
providing a model frequency spectrum for the radial modes (I = 0)!!. The individual
frequencies derived by the pulsation model are shown in Table 5.4.

For comparison, the asymptotic relation is fitted to the model spectrum. Fits to the
frequencies with 8 < n < 18 and to those with 8 < n < 16 are calculated. These are
then compared to the fits obtained from the observed frequencies (Egs. 5.9, 5.10).

The fit to the model 8 < n < 18 modes is

Jmodei2(n) = 5.9(3) + n x 7.24(2) pHz, (5.11)

with a scatter around the fit of o04e12 = 0.21 pHz. Based on the model 8 < n < 16
modes, the fit is
fmodeiz(n) = 6.3(3) +n x 7.20(2) pHz , (5.12)

with a scatter around the fit of opmegeis = 0.18 pHz.

Determination of the asteroseismic mass

The ratios between observed and model frequency separations are:

Avpobs2 /Al moderz = 0.9345(84) (5.13)
Avobs3/ Ay mode1s = 0.975(11). (5.14)

Since Avy o /p, the observations suggest that £ Hya has a lower density than that
predicted by the evolutionary model by a factor of 0.873(16) (case 2) and 0.950(21)

11t is expected that the radial p-modes will dominate the amplitude spectrum for giant stars
(Dziembowski et al., 2001, Fig. 2). This has to be confirmed by a detailed theoretical investigation
of £ Hya’s mode properties.
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Modulated frequency spectrum3
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Figure 5.14: (See caption of Fig. 5.11). The following frequencies have been shifted (shift given
in parenthesis): Fb (+11.574 yHz), F7 (—11.574 uHz), F9 (—11.574 pHz), F12 (+11.574 pHz), and
F13 (—11.574 pHz) with respect to the detected frequencies given in Table 5.1.

(case 3), respectively. These numbers and the quoted mass and radius of £ Hya (cf.
Table 1.2) imply the following asteroseismic densities:

Case2: pehya/po = 0.002384(37)
Case3 : perya/po = 0.002593(51),

where ps = 1.390g/cm®. The deviation between the predicted and the observed

density can be due to both an actual larger radius than quoted in this investigation
and /or a lower mass. If the deviation is regarded as coming purely from an incorrect
mass determination, the new mass would be: Case 2: M/Mg = 2.68, Case 3:
M/Mg = 2.92. Fixing the mass at the adopted value, implies a change in the
radius: Case 2: R/Rg = 10.88, Case 3: R/Rg = 10.60, which in both Case 2 and
Case 3 is within the quoted error of the radius (cf. Table 1.2).

A lower mass could be in agreement with the possibility that £ Hya is actually
a helium core burning star rather that a hydrogen shell burning star which is the
state assumed in the current evolution and pulsation models (see Fig. 1.5 page
23 and Fig. 1.6 page 24). In addition, a lower mass could also indicate that the
evolutionary code should include some degree of overshoot, which is not the case in
the current models (Christensen-Dalsgaard, 1982). An interferometric measurement
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Figure 5.15: The observed frequencies with S/N > 3.4 plotted versus radial order n predicted
by a pulsation model (cf. Sect. 5.3.4). Some frequencies are shifted by the daily alias as shown in
Table 5.3. Closely spaced frequencies are averaged, providing 9 distinct frequencies of the total 13
detected (cf. Table 5.1).

of ¢ Hya could provide a constraint on the radius'? and hence, in combination with
the asteroseismic results, also on the mass, which is not very well determined from
fits with evolutionary tracks (cf. Sect. 1.5).

Estimating the damping time

In order to determine the absolute deviations between the observed and the theoreti-
cal frequencies, the theoretical frequencies are scaled with the derived ratios between
observations and models (Eqs. 5.13, 5.14). Further, these scaled model frequencies
are used to estimate the damping time of the oscillations in ¢ Hya.

The new fit to the 8 < n < 18 modes after scaling the model frequencies, using
the density ratios, is

fmodel2a(n) = 5.5(3) +n x 6.77(2) pHz , (5.15)

with a scatter around the fit of oypdel2a = 0.20 uHz. Compared to Eq. 5.9, a shift

12 The precision of such measurement is expected to be < 5 %.
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Figure 5.16: Top panel: Amplitude spectrum (similar to Fig. 5.5) compared to fobs2(n)
2.6(9) +n - 7.02(7) uHz (dashed lines).
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Table 5.4: Model frequencies for the radial modes
(M/Mg = 3.07, Z =0.019, Age: 283.1 Myr)

Mode Frequency

f(n=1) 11.70 pHz
f(n=2)  20.34 uHz
f(n=3) 28.10 uHz
f(n=4) 35.61 pHz
f(n=>5) 43.21 pHz
f(n=6) 50.53 pHz
f(n=7) 57.23 uHz
f(n=8) 64.11 yHz
f(n=9)  71.33 uHz
f(n=10) 78.31 pHz
fln=11)  85.26 uHz
f(n=12)  92.52 uHz
f(n=13)  99.87 uHz
f(n=14) 107.16 uHz
f(n=15) 114.42 yHz
f(n=16) 121.75 uHz
f(n=17) 129.15 uHz
f(n=18) 136.52 uHz
f(n=19) 143.81 uHz
of “model” — “observation”= 0.6 yHz on the absolute frequencies is found between

observations and the scaled model frequencies. Based on the the 8 < n < 16 modes
the fit is
fmodelza(n) = 6.2(3) +n x 7.02(2) uHz , (5.16)

with a scatter around the fit of omodeisa = 0.17uHz. This fit should be com-
pared to Eq. 5.10, which gives a shift on the absolute frequencies of “model” —
“observation” = 3.6 pHz.

The larger shift for Case 3 does not necessarily imply that Ay gpse = 6.77(6) pHz
is a better solution. Shifts between model and observational frequencies in the solar
case also deviate by several yHz for frequencies close to the acoustic cut-off (Balm-
forth, 1992). However, there is as yet no study on the extent to which a similar
effect will occur for red giant stars, and hence no conclusions can be drawn on the
deviation between observed and model frequencies.

The approximate scatter of the scaled model frequencies is in both Case 2 and
Case 3 ~ 0.19 yHz, while the scatter for the observed frequencies is roughly ~
0.56 uHz in both cases. The larger scatter for the observed frequencies is partly due
to the intrinsic uncertainty in the frequency determination (o) (cf. Eq. 5.5) which
is oy ~ 0.07uHz for a S/N in the range corresponding to the detected frequencies
(3.4 < S/N < 6.2, c¢f. Table 5.1). The additional observed scatter of 0.52 yHz
could be due to a mode damping time shorter than the observation period. A
short damping time would broaden the frequency peaks in the amplitude spectrum,
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and hence the detected frequencies would scatter more. As a rough first estimate,
the residual scatter of 0.52 yHz could correspond to a damping time of ~ 22 days.
The relation between damping time, peak broadening, and uncertainty in frequency
determination should be investigated by simulations similar to those described in
Sect. 5.2.1.

5.3.5 Simulation of peak validity

The validity of the detected frequencies has been tested with simulations. Twenty
simulated time series similar to the observed time series but with different damping
times are analysed using the same method as applied on the observed data set.
When no damping is assumed (infinite damping time) and down to a damping time
of approximately two weeks, ~ 90% of the detected peaks with S/N > 4.0 in the
corresponding amplitude spectra are real, while the rest are aliases. As the damping
time gets shorter, more aliases and additional spurious peaks are detected. For
damping times of roughly one week, 20-50% of the detected frequencies are aliases,
with a chance of detecting false peaks of ~30%. These tests should however be
confirmed by a more extensive simulation sample.

Based on the above simulations, the work of Houdek & Gough (2002), which
predicts a damping time for £ Hya of approximately three weeks, indirectly indicates
that the frequencies in Table 5.1 with S/N > 4.0 are not likely to be affected very
much by aliasing. However, the simulations which tests the damping time through
the crowding of peaks in the amplitude spectrum (cf. Sect. 5.2.1) and the analysis of
the scatter of observed and theoretical frequencies around the asymptotic relation
(cf. Sect. 5.3.4) could indicate that the damping time is in fact shorter. This
implies that aliasing could have a significant impact on the detected frequencies
with S/N > 4.0.

5.3.6 Summary: The radial velocity time series

e The giant star £ Hya shows the most firm evidence of solar-like oscillations in
a highly evolved star (cf. Fig. 5.5).

e The predicted frequency of the highest peak in the amplitude spectrum of
93+ 15 uHz (Eq. 1.4; cf. Table 1.2) is shown to be in excellent agreement with
the power distribution in the observed amplitude spectrum (Fig. 5.5).

e The amplitude estimates from both the L/M and 1/g scaling relations (Egs.
1.6, 1.7; cf. Table 1.2) are higher (a factor of 2.7 and 4.7, respectively) than the
observed value of ~ 1.7m/s. However, model calculations (Houdek & Gough,
2002) of the amplitude of the highest peaks yield a value in better agreement
with observation. Based on these results, it can be concluded that the scaling
relations do not in general apply for red giant stars such as ¢ Hya.

e 11 or 9 individual frequencies are detected which can be explained as equally
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spaced radial modes with a separation of 6.77 £ 0.06 uHz or 7.02 + 0.07 uHz,
in good agreement with the scaling-prediction (7.0(7) pHz).

The current data set is not good enough (due to alias problems) to conclude if
non-radial modes are present in the data, and which large separation, if any,
is the right one, though some indications favour Ary = 6.77 £ 0.06 uHz.

Comparing the model and the observed frequencies indicates a density which
is 10% lower than that of the model calculations.

Due to uncertainty in the oscillation damping time, the validity of the indivi-
dual detected frequencies is not exactly known. Detailed simulations are
needed to estimate the validity of each detected frequency.



Chapter 6

Discussion and conclusion

This chapter will give a discussion of the results I have obtained and presented
in this thesis. It will include concluding remarks and future prospects of what
should be done to improve the current results in order to gain the full potential of
asteroseismology on red giant stars.

The main result

The main result presented in this thesis, the detection of solar-like oscillations in a
giant star, paves the road for the extension of the region of stars in the HR-diagram
in which the asteroseismic tools known from solar-like stars can be applied.

This result has shown that red giant stars are promising targets for asteroseismic
investigations, and this strongly suggests that red giant stars should be taken into
account during the target selection of the future asteroseismic space missions like
ROMER/MONS (Kjeldsen et al., 2000), COROT (Baglin & The COROT Team,
1998), and Eddington (an accepted ESA mission). Furthermore the new spectro-
graph HARPS, which will be installed at the ESO 3.6m telescope at La Silla in 2003,
will be able to revolutionize asteroseismology and in particular red giant asteroseis-
mology.

Because the current target star, ¢ Hya, is much more evolved than the solar-like
stars in which oscillations have been detected (cf. Fig. 1.3), the detection of solar-
like oscillations in this star can give insight to how the asteroseismic properties of
stars changes from the ZAMS to the red giant stars. This is in fact the first time
the scaling relations describing the characteristics of solar-like oscillations (Vmax,
V0, Mmax; Vosc; ¢f- Table 1.2) have all been tested with a firm detection of solar-like
oscillations in a star so different from their scaling zero point, the Sun.

The specific goals achieved

The goals of this investigation (cf. Sect. 1.3) have all been achieved, and the achieve-
ments are discussed in the following.
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The amplitude spectrum of the time series shows a clear excess of power in
a broad envelope centered at roughly 90 yHz, similar to the power spectrum of
the Sun. (cf. Fig. 5.5). This is in very good agreement with the prediction
(Avmax = 93(14) pHz), which is based on the assumption that the location in fre-
quency space of the power excess scales with the acoustic cut-off frequency (Brown
et al., 1991).

The amplitudes in velocity of the strongest modes are slightly below 2 m/s, which
is significantly lower than the values predicted by the scaling relations using L/M
(Kjeldsen et al., 1995) and 1/g (Kjeldsen & Bedding, 2001) (cf. Sect. 1.2.1).

Subsequent to the first publication of the results from this current investigation
(Aerts et al., 2002; Frandsen et al., 2002) (Paper I), Houdek & Gough (2002) pre-
dicted the amplitude of the strongest mode of ¢ Hya to be 2.3m/s. Based on the
result of Houdek & Gough (2002) and the observed amplitudes it can be concluded
that the scaling relations of Kjeldsen et al. (1995); Kjeldsen & Bedding (2001) do
not in general apply to red giant stars like & Hya.

If a shift of one daily alias (11.57 yHz) of a few frequencies is allowed the observed
frequencies can be explained by radial modes. This is in good agreement with the
predictions of Dziembowski et al. (2001), and to a large degree they follow the
asymptotic relation (cf. Eq. 1.2). Using the frequency shifting, at least two fits to
the asymptotic relation can be obtained and give
fobs2(n) = (4.9(8)+6.77(6) x n) uHz and fops3(n) = (2.6(9) +7.02(7) x n) uHz, based
on the order n from the model calculations made so far, if one includes only radial
modes. Hence the large separation is Avgpsy = 6.77(6) pHz or Avgpsy = 7.02(7) pHz,
which is in fairly good agreement with the first attempts at model calculations (cf.
Sect. 5.3.4) and the scaling relation (cf. Eq. 1.3). The observed large separation
corresponds to a mass of My/Mg = 2.68 or M3/Mg = 2.92 using a fixed radius of
R/Rg = 10.4.

The techniques

In order to achieve the goals discussed above, two independent data sets were ob-
tained using two different techniques: the equivalent width data set obtained with
DFOSC and the radial velocity data set obtained with the CORALIE spectrograph
(cf. Chapter 2), the latter providing the evidence for solar-like oscillations in the
target star £ Hya presented in this thesis.

The very laborious reduction of the equivalent width data set, included a new
very high precision CCD linearity test (cf. Sect. 3.1.2). The precision of this linearity
test is at least 100 ppm in the entire intensity range of the CCD, and roughly 10 ppm
in the intermediate range (3000-40000 ADU). This test can in principle be applied
to any CCD used for observational programs requiring very high accuracy.

Despite, using different techniques to extract the equivalent width from the stel-
lar spectra based on the DFOSC data set, no stellar oscillation signal has been
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detected from this data set. This null result has two major explanations: 1) the
stellar signal is 3-5 times smaller than expected, and 2) the noise level at the fre-
quency range of the expected stellar signal is at least a factor of 3 larger than the
photon noise (cf. Fig. 5.3). The extra instrumental noise introduced by drifts in
DFOSC has been investigated, but no definite conclusion can be drawn on the ori-
gin of this noise based on the available data (cf. Sect. 4.1.3). It is evident that
this extra noise is hidden in the raw data and it is not due to the data reduction
method. However, there are indications that the cause is an unstable instrumental
line profile, which excludes DFOSC as a suitable spectrograph for the detection of
solar-like oscillations. A reasonable extension of the observation time will not reduce
the noise to the desirable level (cf. Fig. 5.4).

Current limitations and future investigations

From the present data set and level of model calculations it cannot be determined if
some of the detected frequencies are in fact due to non-radial modes. This is because
the validity of the individual detected frequencies cannot be quantified, due to alias
problems. The alias problems are strongly dependent on the damping, which cannot
be measured accurately with the current data set.

If the damping time predicted by Houdek & Gough (2002) is adopted, limited
simulations indicate that the detected frequencies with S/N > 4.0 are ~ 90% likely
to be real, not aliases. This means that the frequencies are not likely to be shifted by
one daily alias to the extent done in the current analysis (cf. Sect. 5.3). However,
the large separation will not change significantly when no frequencies are shifted
(Frandsen et al., 2002) (Paper I).

In addition to making more extended simulation tests than those used here, one
could analyse whole surface integrated solar data (i.e. BiSON data), applying the
same technique as the one used in the current investigation of oscillations in £ Hya.
Adopting a similar window and sampling relative to vmayx,e could provide a test of
the effects of damping on the alias problems, and hence the validity of the detected
peaks, by comparison with known solar results.

Both a multi-site observing campaign of ¢ Hya and an extended observation
period would be a significant improvement towards these ends in order to reduce
the alias problem and to attain higher frequency resolution so that more closely
spaced peaks and the damping time of the modes could be resolved.

The observational improvements should be accompanied by more thorough pul-
sation model calculations to provide a detailed frequency spectrum with relative
amplitudes of individual radial and non-radial modes.

It has been shown that the exact evolutionary state of £ Hya is not well known
due to the very densely packed evolutionary tracks for stars at or near the red giant
phase (cf. Fig. 1.2). It is argued that £ Hya, from statistical considerations, is most
likely a helium core burning star which has already passed the tip of the Hayashi
track where the triple-alpha process ignites (cf. Fig. 1.6). However, the evolutionary



114 CHAPTER 6. DISCUSSION AND CONCLUSION

code available (Christensen-Dalsgaard, 1982) stops before the ignition of the triple-
alpha process, hence the pulsation model for the helium core burning star has not
been calculated.

An obvious improvement of the modeling would be to calculate a pulsation model
for the helium core burning case. The likely dramatic changes in the core after the
convection zone has penetrated deeply into the star just before helium ignition might
result in a different frequency spectrum than the hydrogen burning core model used
in this investigation. In addition, one could search for dredged up CN processed ma-
terial in the stellar atmosphere in order to get indications of whether or not £ Hya
has passed the Hayashi track and hence has begun the dramatic mixing of the outer
gas layers due to the deep convection zone in this phase (Wallerstein et al., 1994).

Furthermore, the degree of overshoot in the evolutionary model plays a signifi-
cant role in the determination of mass and evolutionary state (cf. Fig. 1.6). This has
to be investigated in more detail, and it might turn out that the degree of overshoot
is distinguishable in the frequency spectrum and hence could be tested applying
asteroseismology.

Yet another uncertainty in the modeling is the differences between different evo-
lutionary codes. This is seen for example if one compares the evolutionary tracks
based on the code of Christensen-Dalsgaard (1982) (cf. Fig. 1.5) with those of Gi-
rardi et al. (2000) (cf. Fig. 1.6). This problem also needs to be resolved.

In order to extend the current results, some possible targets are suggested in
Table 6.1 below. These three targets fill in the rather large jump between £ Hya
and the solar-like region in the HR-diagram (cf. Fig. 6.1) and are in a similar
phase as £ Hya, but with masses closer to solar. All suggested targets are chosen so
that a spectrograph similar to CORALIE should be able to make clear detection of
oscillations based on the results already known from this instrument.

Clear detection of oscillations in these targets will provide a link from the more
solar-like oscillation patterns as seen in e.g. the Sun or « Cen to the more puzzling
frequency distribution as observed in £ Hya. It could indicate trends of the mode
characteristics which would strengthen the interpretations of how the asteroseismic
parameters develop, and hence the stellar evolution of stars from at the ZAMS to
the red giant phase.
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Figure 6.1: The Hertzsprung-Russell diagram with indicated names and approximate locations
of known groups of variable stars. The diagonal and the two parallel vertical dashed lines indicate
the ZAMS and the instability strip, respectively. Stellar evolutionary tracks of different masses
are shown as thick solid lines. The single symbols to the right of the instability strip indicate the
position of £ Hya, the stars of Table 6.1, and a few solar-like stars (also indicated in Fig. 1.3). The
stellar designations of these stars are (most luminous first): £ Hydrae (six hooked star); § Centauri,
v Cephei, 8 Aquilae (circles); § Eridani (diamond); 8 Hydri (four hooked star); o Centauri and
the Sun (both ®). (The figure is slightly modified compared to the original, which has kindly been
supplied by J. Christensen-Dalsgaard.).
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Table 6.1: New suggested targets

Designation/Unit Value & (error)

Star ID/Name HR 5288/0 Cen HR 8974/yCep HR 7602/83 Aqgl
(RA J2000.5) 14" 06™ 40%8 23" 39™ 2241 19" 55™ 20°3
(Dec J2000.5) —36° 22" 12"0 +77° 38’ 07"'0 +06° 24’ 290
V/mag 2.06 3.21 3.71
Spectral type KO III K1 III G8 IV
L/Lo 26(3) 11.1(4) 6.25(23)
M/Mg 1.7(2) 1.67(19) 1.45(11)
Terr /K 4790(70) 4750(100) 5090(50)
[Fe/H] 0.03(10) -0.07(3) -0.17(4)
Vose /m /s 3.6(6) 1.6(2) 1.0(1)
Avo/pHz 8.5(8) 15.9(1.4) 28.1(1.6)
Vnmax | WHz 101(13) 230(34) 450(40)
Maximum sample interval /minutes ~ 30 ~ 10 ~6

% The amplitude in velocity is estimated from the L/M scaling.
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Appendix A

Stability of the DFOSC flat field
lamp

This appendix shows the results of the stability test of the DFOSC flat field lamp
which was used in the CCD linearity test in Sect. 3.1.2.

Since the linearity test only used the 12s and 40s exposures from each linearity
sequence (3x1s, 3x3s, 3x12s, 3x40s, 3x12s, 3x3s, 3x1s, 3x0s), only these are used
in the following test. Each group of three images is medial filtered to one image per
exposure time and corrected for overscan and bias (cf. Sect. 3.1.1). The total
amount of detected counts is calculated for each image and divided by the requested
exposure time (12s or 40s). Normalized by their common mean value, these relative
counts are plotted versus time (cf. Fig. A.1).

When linearity test images were made, it was mostly in multiple sequences of
3-6 sequences (cf. Table 2.2, page 33) that covered 2-3 hours. Thus it was possible
to detect intensity variations in the DFOSC flat field lamp over a few hours.

The largest variability of the flat field lamp during multiple linearity sequences
made on a single day was observed on 16/03/00 which included a total of four se-
quences. Fig. A.1 shows the relative counts of the 12s and 40s exposures versus a
time axis from all linearity sequences made on 16/03/00. The 12s exposures (plus
symbols) fall clearly below the 40s exposures (square symbols) due to dead time.
The dead time introduces an error in the expected relative exposure time (12s/40s)
of ~ 0.25%, which is ~ 30msec. This has an effect in the inversion process used
to calculate the gain from measured gain ratio maps (cf. Sect. 3.1.2, page 52).
In addition, one can see a clear trend of increasing intensity from the first to the
last linearity sequence. This trend was observed for all linearity sequences, though
the one plotted in Fig. A.l is the most pronounced. The increasing intensity with
time is clear evidence that the flat field lamp is heating up, which seems to take
approximately 2 hours to reach maximum intensity, after which a smaller variation
around the equilibrium is expected.
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Figure A.1: Relative number of counts of twelve linearity images obtained on 16/03/00 each
divided by their corresponding exposure time, showing a drift of the flat field lamp during the four
sequences made that day. The plus symbols indicate 12s exposures and the square symbols are 40s
exposures. Each measurement is the total amount of detected counts, normalized to 1.0, of the
median filtered image which is bias and overscan corrected.

All linearity sequences were performed before the flat field lamp had reached its
maximum intensity, and this affects the linearity test via drifts of the 1D intensity
curves used to create the gain ratio maps (cf. Fig. 3.5, page 48). These drifts would
presumably be significantly smaller if the linearity sequences were started after the
flat field lamp had been turned on for a few hours.
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Abstract. We report the first firm discovery of solar-like oscillations in a giant star. We monitored the star
¢ Hya (G7III) continuously during one month with the CORALIE spectrograph attached to the 1.2m Swiss Euler
telescope. The 433 high-precision radial-velocity measurements clearly reveal multiple oscillation frequencies in
the range 50 — 130 pHz, corresponding to periods between 2.0 and 5.5 hours. The amplitudes of the strongest

modes are slightly smaller than 2ms™". Current model calculations are compatible with the detected modes.

Key words. asteroseismology — solar type oscillations — giant stars

1. Introduction

Doppler studies with high-precision instruments and re-
duction algorithms have been refined dramatically, mainly
in the framework of the search for exoplanets. These re-
finements have led to a breakthrough in the observations
of solar-type oscillations, which have now been found re-
peatedly (Procyon, Martic et al. 1999; 8 Hyi, Bedding et
al. 2001; o Cen A, Bouchy & Carrier 2001; § Eri, Carrier
et al. 2002). The signal-to-noise ratio (S/N) in the oscilla-
tion frequency spectra is, for each of these cases, so good
that the resemblance with the solar oscillation spectrum
is obvious.

Observations of solar-like oscillations in the giant star
aUMa have been claimed by Buzasi et al. (2000), based
upon space photometry gathered with the star tracker of
the WIRE satellite. However, the interpretation of these
reported oscillations frequencies is not straightforward.
Guenther et al. (2000) find a possible solution in terms
of a sequence of radial modes with a few missing orders
for a star of 4.0-4.5 Mg. The observations are not sup-

Send offprint requests to: S. Frandsen
* Based on observations obtained with the CORALIE spec-
trograph on the 1.2-m Swiss Euler telescope at La Silla, Chile.

ported by theoretical calculations by Dziembowski et al.
(2001).

Velocity observations of Arcturus provide evidence for
solar-type oscillations with periods from 1.7 to 8.3 days
and a frequency separation of evenly spaced modes of
Av ~ 1.2 yHz (Merline, 1999).

In this Letter, we provide clear and unambiguous evi-
dence of the presence of solar-type oscillations in the giant
star £ Hya (my = 3.54). This star has a mass close to
M = 3.0Mg, and is thus considerably heavier than the
Sun. Moreover, its luminosity amounts to L ~ 61 Lg and
its effective temperature Ter = 5000 K, which places the
star among the giants. In the current Letter we present
the first results of our study. Detailed modelling will be
presented, when completed, in a subsequent paper.

2. The radial-velocity measurements

The ¢ Hya observations were made during one full month
(2002 February 18 - March 18) with CORALIE, the high-
resolution fiber-fed echelle spectrograph (Queloz et al.
2001) mounted on the 1.2-m Swiss telescope at La Silla
(ESO, Chile). During the stellar exposures, the spectrum
of a thorium lamp carried by a second fiber is simultane-
ously recorded in order to monitor the spectrograph’s sta-
bility and thus to obtain high-precision velocity measure-
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Fig. 1. Radial-velocity measurements of ¢ Hya. The dispersion
reaches 4.6 ms™'. a) The whole time string; b) zoom of a small
part of the time series.

ments. The spectra were extracted at the telescope, using
the INTER-TACOS (INTERpreter for the Treatment, the
Analysis and the COrrelation of Spectra) software pack-
age developed by D. Queloz and L. Weber at the Geneva
Observatory (Baranne et al. 1996). The wavelength cov-
erage of these spectra is 3875-6820 A, recorded on 68 or-
ders. By taking about 2 measurements every hour, a total
of 433 optical spectra was collected. The exposure times
were typically 180s and the S/N ratio for all spectra was
in the range of 110-230 at 550 nm.

By the use of the optimum-weight procedure (Bouchy
et al. 2001), radial velocities are computed for each night
relative to the highest S/N spectrum obtained in the mid-
dle of the night. This method requires a Doppler shift that
remains small compared to the line-width (smaller than
100ms~!) (Bouchy & Carrier 2001). Since the Earth’s mo-
tion can introduce a Doppler shift larger than 800 ms~?
during a whole night, each spectrum is first corrected for
the Earth’s motion before deriving the radial velocities.
This is achieved by shifting all spectra with the Earth’s
velocity at the time of observation and by subsequent re-
binning, so that the spectra all have the same wavelength
values. The mean radial velocity for each night is then sub-
tracted. The resulting velocities are shown in Fig. 1. The
rms scatter of the time series is 4.6 ms~! and is largely due
to the oscillations. The mean error on each measurement

is 2.3ms L.
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Fig. 2. Power spectrum for £ Hya. Modes are clearly present
in the range 50-130 pHz, corresponding to periods of 2.0-5.5
hours. The upper panel is the power spectrum of the time series
using one single spectrum as the reference. The lower panel is
for the time series derived using one reference spectrum per
night.

3. Time-series analysis

The power spectrum of the 433 data points is presented in
Fig. 2. In order to show that the excess power in the lower
panel in the range 50-130 pHz is not due to elimination
of power at low frequencies by the reduction procedure,
we show a power spectrum in the upper panel where no
correction for drift has been applied. Although more noisy
the increase in power between 50 pHz and 130 pHz is also
evident in the upper panel. A set of oscillation modes is
clearly present, with a power distribution that is remark-
ably similar to that seen in the Sun and other stars on
or near the main sequence, although obviously at much
lower frequency. The spectrum displays the characteristic
near-uniform spacing of the dominant peaks.

To characterize this pattern we have calculated the au-
tocorrelation of the power spectrum. In order to eliminate
the effect of the noise, we have ignored all points with am-
plitudes below a given threshhold (1.2 ms™!). In Fig. 3
the alias at 1 c¢/d stands out clearly, but in addition a
spacing Av ~ 6.8 uHz is present in the power spectrum.
This is consistent with the visual impression of a regular
pattern present in the the power spectrum (Fig. 2).
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Fig. 3. Autocorrelation of the power spectrum for ¢ Hya. All
points with amplitude v < 1.2 ms™~'have been set to zero. The
dash-dot-dot-dot vertical lines mark the position of the 11.574
pHz daily alias and half of it, and the dash-dot line indicates
the peak pointing to a frequency spacing of 6.8 pHz.

The expected velocity amplitude for solar-like oscil-
lations scales as L/M according to Kjeldsen & Bedding
(1995). Using the stellar parameters from Sect.4 and a
mass of 3.0 Mg, (Sect. 4) we find vosc prea = 4.6 ms™t. The
observed amplitudes in Fig. 2 are only about one third of
this prediction. Recent calculations by Houdek & Gough
(2002), however, indicate that the simple scaling law of
Kjeldsen & Bedding (1995) does indeed not apply. They
predict a velocity amplitude v = 2.3ms ™!, slightly higher
than the ones observed by us for £ Hya.

The stochastic nature of solar-like oscillations implies
that a timestring of radial velocities cannot be expected
to be a set of coherent oscillations and can therefore not
be reproduced perfectly by a sum of sinusoidal terms. As a
starting point it is nevertheless a good assumption to try
to fit the radial-velocity data of ¢ Hya by such a set of func-
tions, as the lifetimes are expected to exceed the length
of the observing run (Houdek & Gough 2002). We have
performed an iterative fit using different methods, among
which Period98 (Sperl 1998) and a procedure by Frandsen
et al. (2001). A signal with a S/N above 4 is detected at 9
frequencies. When a fit based upon these 9 frequencies is
removed from the time series, 5 additional peaks still occur
but with a too low S/N to accept them without additional
confirmation (hence we do not list them). After removing
the 14 frequencies, only a noise spectrum is left. The re-
sults for the 9 frequencies are presented in Table 1, where
the S/N indicated is calculated from the remaining noise
in the amplitude spectrum at the position of each mode.
The noise is slightly higher in the range of the modes than
at high frequencies, where ¢ = 0.2 ms~!. The frequencies
of the modes with amplitudes above 1.5ms™!, i.e., of the
five highest-amplitude modes, are unambiguous. Dividing

Table 1. Oscillation frequencies detected in the radial veloc-
ities of £ Hya ordered by amplitude. Formal errors of the fit
are given in parenthesis as errors of the last digits. The S/N
is calculated by dividing the amplitude by the noise in a 10
pHz bin in the residual spectrum centered on the frequency
of the mode. Frequencies in italic indicate modes, where the
frequency detection methods disagree on the correct alias.

ID Frequency Amplitude | S/N
c/d pHz ms™?
F1  5.1344(26) 59.43 1.85(23) | 6.6
F2  6.8366(27) 79.13 1.84(23) | 5.8
F3  7.4265(29) 85.96 1.76(23) | 5.3
F4  8.2318(32) 95.28 1.65(23) | 5.1
F5  9.3507(33) 108.22 1.59(23) | 6.0
F6  8.7399(%6) 101.16 1.36(22) | 4.5
F7 10.0287(43) 116.07 1.25(23) | 5.0
FS  9.0891(44) 105.13 | 1.24(24) | 4.3
F9  8.5389(40)  98.77 1.23(23) | 41

the dataset in two, four out of five modes with S/N > 5.0
are present in each set. For lower S/N the alias problems
lead to a risk that false detections are made. This has
been verified by simulations. Modes with S/N < 5 must
be considered with some caution. Confirmation of these
frequencies is needed by additional observations. We have
performed analyses of several sets of simulated data as-
suming a variety of lifetimes in order to verify the validity
of the identified modes. The details of such simulations
will be published in a subsequent paper.

The first seven modes can be ordered in a sequence of
modes, which fits the straight line

v(in)=vy+71%n (1)

where n is an integer (the order of the mode). Some
n values are missing. The maximum deviation from the
line is 1.1 pHz. This is similar to the results reported
for Arcturus (Merline, 1999) and o UMa (Guenther et
al., 2000). The first seven modes could all be radial modes.

From the present data, we cannot firmly exclude that
Frequency F8 in Table 1 corresponds to the same mode as
F7. The two modes are resolved, but if the damping time
is short, they might be different realizations of the same
mode.

4. First interpretation

In order to study the nature of the oscillations detected in
¢ Hya, it is necessary to compare the observed frequency
spectrum with model predictions, taking into account the
constraints on the three observational stellar parameters
Tewr, L and Z. We have redetermined the atmospheric pa-
rameters and use Ter = 5000+ 100 K, L = 61.1+£6.2 Lg,
log g = 2.85, [M/H] = 0.06 +£0.07 (Z = 0.019+0.006) and
vsini = 1.841.0 kms™". Details of how these values were
obtained will be reported in a subsequent paper.

Using the evolution code of Christensen-Dalsgaard
(1982), evolutionary tracks were produced, spanning the
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Fig. 4. Hertzsprung-Russell diagram with evolutionary tracks
for Z = 0.019 for masses 3.07M¢ (solid line), 2.93 and 3.15M¢
(lower and upper dashed lines, respectively). The location of
¢ Hya in the diagram is given by the error box.

error box defined by the uncertainties of Teg, L and Z.
The model tracks were computed using the EFF equation
of state (Eggleton et al. 1973), OPAL opacities (Iglesias,
Rogers & Wilson 1992), Bahcall & Pinsonneault (1992)
nuclear cross sections, and the mixing-length formalism
(MLT) for convection.

The evolutionary track passing through the observed
(Temr, L) corresponds to a mass of 3.07M¢ for Z = 0.019
(Fig. 4). Oscillation frequencies were calculated for the
model in that track closest to the observed location of
¢ Hya in the HR diagram. The average separation between
radial modes in the range 50-100 uHz is Avgneo = 7.2 pHz
in agreement with the observational value.

Radial modes are expected to dominate the spectrum
for giant stars (cf. Dziembowski et al. 2001, Fig. 2).
Further analysis of the spectrum is beyond the scope of
the current discovery paper and will be done in a forth-
coming paper, dealing in detail with the issue of modelling
and considering also the possibility that £ Hya could be a
core helium burning star with a smaller mass.

5. Conclusions

The main conclusions of this study are as follows. Solar-
like oscillations have been firmly discovered in the bright
GTIII star £ Hya. The amplitudes of the strongest modes
are somewhat below 2ms~'. The observed frequency dis-
tribution of the modes detected (Table 1) is in agreement,
with theoretically calculated frequencies both in terms
of the spacing and the absolute values. The modes with
the largest amplitudes can be well matched with radial
modes that have an almost equidistant separation around
6.8 pHz.

A most important and exciting result of our study is
the confirmation of the possibility, suggested by the results
reported on o UMa and Arcturus, to observe solar-like
oscillations in stars on the red giant branch. This opens

the red part of the HR diagram for detailed seismic studies.
The latter require an accuracy within the range of current
and future ground-based instruments. Such future studies
will only be successful if an extremely high stability of
the instrument is achieved and if one performs multisite
observing campaigns covering several months in order to
resolve the frequency spectrum of the oscillations and to
eliminate the aliasing problems.
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ABSTRACT

‘We present the analysis of time-resolved spectroscopy of the pulsating subdwarf B (sdB) star
PG 16054-072. From our main observing run of 16 nights we have detected velocity
variations at five frequencies that correspond to those found in photometry. Based on these
data, there appears to be change in amplitude of the dominant modes over about a year.
However, when we include extra observations to improve the frequency resolution, we find
that some of the frequencies are split into two or three. Simulations suggest that the apparent
amplitude variation can be at least partially explained by a series of very closely spaced
frequencies around the two strongest modes. By combining observations taken over ~300d
we conclude that some of the closely spaced modes are caused by one mode the amplitude of
which is varying, however this frequency is still within ~1 wHz of an apparently stable
frequency. Because of this kind of complexity and uncertainty we advise caution when trying
to identify oscillation modes in this star.

Key words: stars: individual: PG 1605+ 072 — stars: interiors — stars: oscillations —

subdwarfs.

1 INTRODUCTION

The discovery of pulsations in hot subdwarf B (sdB) stars
provides an excellent opportunity to probe sdB interiors using
asteroseismological analysis. While it is generally accepted that
sdBs are the field analogues of extreme horizontal branch (EHB)
stars, many questions remain about their formation and
evolution. sdB stars (like their EHB counterparts) are He-core
burning, with 20000K = T = 40000K and 5.2 < logg = 6.2
(Saffer et al. 1994).

D’Cruz et al. (1996) showed that one possible mechanism for
EHB (and sdB) formation is strong mass loss on the red giant
branch. They found that the mass-loss efficiency required to
produce EHB stars does not vary greatly with metallicity, which
might explain the existence of EHB stars in both metal-rich
populations (some clusters and possibly elliptical galaxies;
Dorman, Norris & Gross 1995) and metal-poor populations (e.g.,
Whitney et al. 1994). Binary interaction is one possible mechanism
for such mass loss, an idea first introduced by Mengel, Norris &

*Based on observations made with the Danish 1.54-m telescope at ESO, La
Silla, Chile, and on observations made with the Nordic Optical Telescope,
operated on the island of La Palma jointly by Denmark, Finland, Iceland,
Norway and Sweden in the Spanish Observatorio del Roque de Los
Muchachos of the Instituto de Astrofisica de Canarias.

TE-mail: otoole @physics.usyd.edu.au

© 2002 RAS

Gross (1976). Indeed, at least ~ 60 per cent of sub-dwarfs appear to
have main-sequence companions (Allard et al. 1994; Jeffery &
Pollacco 1998).

Pulsating sdBs (also known as EC 14026 stars) typically have
periods of 100—200s, photometric amplitudes <10 mmag, and
oscillate in p as well as possibly g modes. The pulsations are
thought to be driven by an opacity bump owing to the ionization of
heavy elements such as Fe at temperatures of ~2 X 10°K in the
sdB envelope (Charpinet et al. 1997).

Of all the known pulsating sdBs, PG 1605+ 072 has the most
extreme properties, with the richest power spectrum (around 50
modes), the longest periods (up to ~5505s), and the lowest surface
gravity (logg ~ 5.25) (Kilkenny et al. 1999). The low gravity
implies that the star may have evolved off the EHB; this hypothesis
is supported by modelling by Kawaler (1999).

In Paper I (O’Toole et al. 2000) we reported the detection of
Doppler variations in PG 1605+ 072. The dominant frequencies
detected corresponded to those found in photometry (Kilkenny
et al. 1999), and we also found evidence of a wavelength
dependence of the oscillation amplitude of the Balmer lines. In this
paper we present new radial velocity observations covering a much
longer time span. We do not confirm the wavelength dependence,
but we do see evidence for very closely spaced frequencies, similar
to the findings of Kilkenny et al. (1999). We also compare our
results with those of Woolf, Jeffery & Pollacco (2002), who
observed this star with higher signal-to-noise ratio and spectral
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dispersion, but over a much shorter time span (see Section 7). We
will discuss equivalent width measurements from our spectra in a
future paper.

2 OBSERVATIONS

The bulk of the observations were made on 11 nights over a 16-day
period in 2000 May (see Table 1), using the DFOSC spectrograph
on the Danish 1.54-m telescope at La Silla, Chile and the ALFOSC
spectrograph mounted on the 2.56-m Nordic Optical Telescope on
La Palma in the Canary Islands. To increase the frequency
resolution of the amplitude spectrum and allow detection of very
closely spaced oscillation modes, we also obtained observations at
La Silla for about 1 hour per night in 2000 March— April, before the
main run (see Table 2).

Table 1. Spectroscopic observations of PG 1605+ 072.
LS = La Silla; NOT = Nordic Optical Telescope.

uUT date Telescope No. of No. of
hours spectra
2000 May 11 Danish 6.87 370
2000 May 12 Danish 6.45 300
2000 May 16—-17 NOT 7.31 337
2000 May 17-18 NOT 8.12 376
2000 May 18 Danish 6.75 319
2000 May 19 Danish 6.77 375
2000 May 19-20 NOT 8.40 473
2000 May 20 Danish 6.61 370
2000 May 21 Danish 2.69 146
2000 May 22 Danish 6.69 374
2000 May 23 Danish 6.67 369
2000 May 25 Danish 6.62 346
2000 May 26 Danish 1.24 70
Total 81.19 4225

Table 2. Spectroscopic observations of
PG 1605+ 072 in March-April 2000.

UT date No. of No. of
hours spectra

2000 March 18 0.30 12
2000 March 20 1.43 77
2000 March 21 0.45 25
2000 March 22 0.45 25
2000 March 23 0.57 32
2000 March 24 0.65 37
2000 March 25 0.72 41
2000 March 26 0.93 45
2000 March 27 0.93 52
2000 March 28 0.83 45
2000 March 29 1.17 59
2000 March 30 1.05 59
2000 March 31 1.07 59
2000 April 01 1.15 57
2000 April 04 1.03 65
2000 April 05 1.42 77
2000 April 06 1.47 80
2000 April 07 1.55 85
2000 April 08 1.65 90
2000 April 09 1.57 86
2000 April 10 1.70 95
2000 April 11 1.90 99
2000 April 12 1.23 65
Total 25.22 1367 136

The La Silla data (March to May) consisted of single-order
spectra projected on to a 2K LORAL CCD. Pixel binning (to
reduce readout noise) and windowing (to reduce readout time) gave
66 X 500 pixel spectra with a total wavelength range of
3650-5000 A and a dispersion of 1.65 Apixel_'. The resolution
was ~6 A, set by a slit width of 1.5 arcsec. The exposure time was
46s, with a dead time of about 16s. The average number of
photons per A in each spectrum was about 1700. A similar setup
was used in previous observations (see Paper I).

The NOT data were similar, with 66 X 500 binned pixels
covering a wavelength range of 3550-5000 A. The dispersion was
1.65 A pixel ! and the resolution was ~ 8 A, set by a slit width of
1.0 arcsec. The exposure time was 50—70s, with a dead time of
only 5 s. There was an average of about 8000 photons per A in each
frame. The data from both telescopes were timestamped in
Modified Julian Date by the telescope computers to an accuracy of
less than one second.

3 REDUCTIONS

Bias subtraction, flat-fielding and background light subtraction
were carried out using IRAF, and 1D spectra were extracted using
an Optimal Extraction algorithm (Horne 1986). A cubic spline was
fitted to the continuum level, and the spectra were normalized to a
continuum value of unity.

The spectrum of PG 16054-072 is dominated by Balmer lines
(see Fig. 1). Also present are some weak lines from He1 (e.g.,
A4471 and A4922) and Hen (e.g., A4686). The Balmer lines are
ideal to determine Doppler variations. A template spectrum was
created by averaging 20 high-quality spectra from each night. By
using a different template for each night, we are effectively
applying a high-pass filter to the data.

To avoid pixelization effects in the cross-correlation analysis, all
spectra, including templates, were oversampled by a factor of 40
(using linear interpolation), and all but the Balmer line in question
(one of HB, Hy, H8, He and H8) was cropped from each.

These spectra were modified further by subtracting 1.0 such that
the continuum level was approximately zero. The result was passed
through a half-cosine filter to smooth the transition to zero at the
ends.

Each resulting template was then cross-correlated with its
respective spectra to obtain pixel displacements. The velocities
were obtained by using the known wavelengths of the Balmer lines
to convert this displacement into wavelength and then Doppler
shift. See Paper I for further details.

The velocity curve for Hvy is shown in Fig. 2. It has not been
corrected for slow instrument drifts. The high quality of the NOT
data (3rd, 4th and 7th panels) — owing to its larger aperture —
suggests that fainter and/or shorter-period pulsating sdBs could be
observed with this telescope.

4 TIME-SERIES ANALYSIS

Because the quality of the observations varies through the data set,
we performed frequency analysis using a weighted Fourier
transform (Kjeldsen & Frandsen 1992), where weights were
assigned to each night in the 2000 May data set according to the
internal scatter. Weights for the March— April data were assigned to
groups containing approximately the same number of observations
as one night in the May data.

© 2002 RAS, MNRAS 334, 471-480
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Figure 1. Typical spectrum of PG 16054072 obtained at the Nordic Optical Telescope. The Balmer sequence is visible from HB to H12, as well as the He 1

A4471A line. The feature at ~4410-A is a bad CCD column.
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Figure 2. Velocity curve for Hy from 2000 May. No instrumental variation
has been corrected for. There is a three-day gap between the second and
third panels from the top.

4.1 Velocities of individual Balmer lines

The amplitude spectra of the five velocity time-series from May
2000 are shown in Fig. 3. There does not appear to be any

© 2002 RAS, MNRAS 334, 471-480
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Table 3. Frequencies (in wHz) for five Balmer lines
found from the 2000 May data.

HpB Hy Hs He HS
1891.26 1891.34
198573  1985.68 1985.58 198573  1985.79
2075.64 207572 2075.68 2075.68  2075.68
210221 210220 2102.17 2102.18 2102.24
274271 274268 2742.64 274270  2742.69

Table 4. Frequencies (in wHz) for five Balmer lines
found from the 1999 July data.

HpB Hy Hé He H8
1891.02  1891.00 1890.91

2102.14  2102.14 2102.11 2102.12  2102.12

274273 274247  2742.69 2742.67 2742.61

substantial variation in velocity amplitude between the Balmer
lines. We have analysed all five time-series, using the non-linear
least-squares multifrequency fitting software PERIODY8 (Sperl
1998). The frequencies found are shown in Table 3. The same
technique was applied to the data presented in Paper I (July 1999)
and these frequencies are shown in Table 4. White noise levels in
the amplitude spectra are typically ~1000ms ' for each line in
the 1999 July data, and 600—700ms~! in the 2000 May data.
The major difference between the two sets of frequencies is the
detection of the peaks at 1985 and 2075 wHz in the 2000 May data
set. In Paper I it was uncertain whether the non-detection of the
latter (found to be the dominant mode in photometry by Kilkenny
et al. 1999) in any of the individual Balmer line time-series, was as
a result of variable amplitude or beating between closely spaced
modes. With a slightly longer time-series and reduced noise, this
mode is clearly detected in all Balmer lines. Somewhat surprising
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Figure 3. Amplitude spectra of five Balmer lines. No amplitude variation is evident in the dominant modes.

is the detection of the mode at 1985 wHz, as this was found in
photometry to have an amplitude of only 3.3 mmag, whereas the
four other modes detected had amplitudes greater than 13.9 mmag.
This mode may have variable amplitude or may be a series of
unresolved modes. There is evidence for the latter possibility from
Kilkenny et al. (1999), who found three modes around 1985 pHz.
As discussed further below, it is clear that the crowded frequency
spectrum of PG 16054072 severely complicates the interpretation
of the observations.

In Paper I we reported the possible wavelength dependence of
Balmer-line velocity amplitudes (see fig. 3 of that paper). Here, we
have tried to confirm this result. First, we found the weighted
average frequencies of each of the four modes that were detected in
all Balmer lines. These frequencies were then simultaneously fitjt§8
each time-series, giving amplitudes and phases for each mode.

Fig. 4 shows Balmer-line velocity amplitudes as a function of
wavelength for these four modes. Error bars indicate the white
noise level in the 3000—5000 wHz region, where there appears to
be no excess power. For three of the modes, there is no clear
evidence for any wavelength dependence. For the 2102 wHz mode
(triangles), all lines except HB3 appear to have the same amplitude,
with the HB amplitude being slightly lower. We do not feel this
difference is significant enough to claim wavelength dependence,
particularly as this peak may in fact be a combination of several
closely spaced modes.

4.2 Combined time-series

To reduce noise and perhaps detect more frequencies, we have
combined the time-series for the five Balmer lines. Before doing

© 2002 RAS, MNRAS 334, 471-480
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this, we checked whether the oscillation phases were the same for
each mode in each time-series. This is simply a matter of
examining the phases found at fixed frequency. Relative phases are
plotted as a function of wavelength for each mode in Fig. 5, with
errors determined using simple complex arithmetic (see Baldry
et al. 1998). There is no evidence for phase variation with
wavelength, leaving us free to combine the time-series.

To do this, we simply averaged the velocity at each observation.
This was possible since the weighting for each Balmer line was
approximately the same. Weights were again derived from the
internal scatter of each night. Combined time-series were
constructed, for both 1999 July and 2000 May. The two resulting
amplitude spectra are shown in Fig. 6. There appears to be
amplitude variation over the 10-month interval between the
observations, which we discuss in Section 5. The white noise level
is now 555ms” ! for the 1999 July data set and 425 ms™ ' for the
2000 May data set, an improvement of ~45 per cent over the best
single-line amplitude spectra.

The fitted frequencies are shown in Table 5. The third column
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Table 5. Frequencies found after combining all Balmer
lines in the 1999 July and 2000 May data sets. Note that
Av = 13000 — V1999. The final column shows frequencies
found by Kilkenny et al. (1999) for comparison.

2000 V1999 Av Kilkenny et al. (1999)
(nHz) (nHz) (nHz)

1891.19 1890.98 —0.21 1891.42
1985.75 - - 1985.32
2075.68 207529 —0.39 2075.76
2102.21 2102.15 —0.06 2101.65
274271  2742.63 —0.08 2742.72

Table 6. 2000 frequencies, periods and amplitudes measured from
the extended time-series. The fourth column shows the amplitudes
found using the 2000 frequency solution, the fifth column shows the
difference between the frequencies found in this paper and those
found in photometry (Kilkenny et al. 1999), and the sixth column
shows photometric amplitude rank.

v P V2000 Viogo Vyel — Vphot ~ Rank
(uHz) (s) (ms™")  (kms ") (uHz) n
1891.01 528.82 1.99 3.18 —0.41 5
1985.75 503.59 4.13 0.63 +0.43 8
2075.72 481.76 4.27 2.11 —0.04 1
2101.57 475.83 3.40 4.97 —0.08 3
2102.48 475.63 8.47 11.1 +0.04 32
2102.83 475.55 3.66 3.05 —0.45 2
2269.84 440.56 1.75 0.90 —0.27 6
2742.47¢ 364.63 4.45 3.57 —0.25 44
2742.85 364.58 7.17 2.87 +0.13 4
2765.09 361.65 1.97 0.29 —0.20 21

“ This mode can also be identified as one of the extra frequencies
found in an extended time-series in table 4 of Kilkenny et al. (1999).

July) and ~1.3 X 10°s (2000 May). If the formal frequency
resolution is given by 1/7, then the corresponding resolutions are
~1.26 wHz and ~0.77 wHz, respectively. Comparing these values
with those in the third column of Table 5, we see that we have been
able to estimate the frequency to much better than the formal
resolution. In the final column we show the frequencies found from
photometry, and again we see agreement that is better than the
formal resolution. This is not surprising: at high signal-to-noise
ratio, the frequency of a strong peak in the power spectrum can be
estimated to a precision many times better than the formal
frequency resolution.

4.3 Extended time-series

To improve the frequency resolution still further, we now add the
data from 2000 March— April (Table 2) to the 2000 May series. For
the extended time-series (7 ~ 5.9 X 10%s) the formal frequency
resolution is ~0.17 wHz. The longer time-series does add
complications however, since the number of alias peaks in the
amplitude spectrum increases significantly. There is a gap of 45d
between the midpoints of the two time-series, leading to aliasing
that splits each peak into multiplets separated by ~0.25 wHz. The
spectral window of each time-series is shown in Fig. 7. This
includes the window function of all the 1999—-2000 combined,
which is discussed in Section 6. The extra aliasing is evident in the

contains the differences in frequency between the two sets of data. 139 top two panels.

The lengths of our two sets of observations are ~7.9 X 10> s (1999

© 2002 RAS, MNRAS 334, 471-480

The frequencies and amplitudes determined from the extended
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Figure 6. Amplitude spectra for 1999 July (top) and 2000 May (bottom) based on a combined Balmer line time-series. Note the apparent change in amplitudes.

(2000 March—May) time-series are shown in Table 6. The white
noise level for this time-series is 370 ms ™!, and we use this as an
error for the velocity amplitudes in column 3. The peaks at 2102
and 2742 wHz, both shown as single in Tables 3 and 4, are now
resolved into three and two peaks, respectively. Also shown are the
differences in frequency when compared with photometry. If we
take into account both our frequency resolution and the ambiguity
from alias peaks, the frequencies we find are in excellent
agreement with those found in photometry (Kilkenny et al. 1999).
In particular, the multiplicity of the peaks at 2102 and 2742 pwHz
agrees with the extended time-series (7" ~ 33 d) used by Kilkenny
et al. (1999), who found four frequencies around 2102 pHz and
four around 2742 pHz. They also found five frequencies around
2075 wHz, six around 2270 wHz and three around 1985 pwHz. We
have not detected these extra frequencies. It is not clear whether
these multiple peaks are real or whether they caused by amplitude
variability. We will for the moment consider them to be real, but
will address this question in more detail in Section 5.

In Table 6, we note that the peaks at 2102.48 wHz and
2765.09 wHz are matched with quite low-amplitude modes found
in photometry (~ 1 mmag), chosen because they are the closest in
frequency. The latter frequency can also be identified with a higher
amplitude mode detected by Koen et al. 1998. We note also that
2765.09 wHz is separated from ~ 2742 wHz by twice the one cycle
per day alias frequency (i.e. 2X11.57 wHz). The mode Jaf()
2742.47 wHz is also identified with a low amplitude mode,

however it was only found in the extended time-series of Kilkenny
et al. (1999). Again, we have matched these modes purely because
they are the closest in frequency. This appears to give further
evidence for amplitude variability.

To further quantify this variability, we have fit the frequencies
derived from the 2000 observations to our 1999 data. The
amplitudes from the fit are shown in the fourth column of Table 6,
next to the amplitudes from the 2000 observations for comparison.
Errors in velocity are taken to be the white noise level (555ms™ h.
There are clearly large variations in most peaks (even more so,
considering that the weakest 1999 amplitudes should be considered
as upper limits).

5 SIMULATIONS

How well resolved are the closely spaced multiplets at 2102 wHz
and 2742 pwHz shown in Table 6? To answer this, we show the
regions in question in Figs 8 and 9. From the top panel of Fig. 8 it is
clear that the frequency resolution is sufficient to resolve the power
at 2102 wHz into at least two peaks, perhaps three. The two
frequencies found around 2742 pHz also appear to be resolved in
Fig. 9. In the bottom panel of Fig. 6 it appears that the peak around
2742 wHz is higher than the one around 2102 pwHz, however Table 6
shows the opposite. This can be explained by examining the
amplitude spectra (shown in Fig. 10) around 2102 wHz after each
frequency is removed. It is still not clear, however, whether these

© 2002 RAS, MNRAS 334, 471-480
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frequencies are real or an artefact of the variation in amplitude of
one frequency.

To investigate these effects further, we have created simulated
time-series for both our sets of observations (1999 and 2000). The
inputs are the 10 frequencies measured from the time-series with
the highest frequency resolution (i.e., 2000) with their correspond-
ing amplitudes. Note that each simulation had exactly the same
input amplitudes and frequencies, and only the phases were
randomized. We have used two different noise levels, ~600ms '
and ~300m57', as these bracket the noise in our observations.
The same phases were used at both noise levels. The basic features
of the two different groups of spectra are the same, implying that
noise does not play a significant role in the shape of the amplitude
spectrum. A selection of simulated amplitude spectra with noise
~600ms~ ' are shown in Fig. 11 using the 2000 window function.

The most interesting feature of the majority of these spectra is
the variability of the amplitudes of the peaks at ~2102 wHz and at
~ 2742 wHz. This observed variability does not depend strongly on
the window function and arises from beating between the closely
spaced modes around these two frequencies. However in Table 5
there is only a small difference (<0.1 wHz) between frequencies
measured in 1999 July and 2000 May. If there were two or more
frequencies beating, we would expect the peaks to move by more
than this difference, since the measured frequencies span a range of
~ 1.3 pwHz.

Kilkenny et al. (1999) found two frequencies around 2102 wHz
in both halves of their ~ 15 night time-series, as well as in the full
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Figure 8. Amplitude spectra for the combined, March/April and May data
sets in range 2100-2105 wHz. The dashed lines indicated frequencies
measured from the extended time-series.

series. They also found weak ‘satellite’ frequencies near almost all
of the highest amplitude peaks. We find only one peak at 2102 wHz
in our 2000 May observations, however weighting the data may
degrade the frequency resolution. The middle panel of Fig. 8
suggests that two peaks may be clearly resolved in the 2000
March/April observations. If we assume there are three frequencies
around 2102 wHz, we detect two frequencies in ~90 per cent of
our simulations. It seems that our detection of only one peak may
be due simply to chance. Around 2742 pwHz only one frequency is
always resolved, with the second frequency resolved ~ 50 per cent
of the time. This suggests a minimum of two frequencies around
2102 wHz, and possibly two around 2742 pwHz. Two frequencies
around 2742 wHz is supported by Reed (2001), who finds a similar
separation (~0.3 wHz) in a re-analysis of the Kilkenny et al.
(1999) observations. By combining all of our data (1999-2000),
we are in a position to make one final test.

6 COMBINATION OF ALL OBSERVATIONS

If we combine all of our observations (1999-2000), we find that
the amplitudes of each peak is approximately the same
(~8kms ™ '). This implies that the oscillations are coherent over
this one year period, and we can therefore perform a frequency
analysis on the time-series. Combining all of the data introduces
fine structure in the spectral window, as shown in the top panel of
Fig. 7 in the region around 2100 wHz. The frequencies we measure
from this time-series are the same as those found in the 2000
March—May data, except around 2102.5 wHz, where we now find
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Figure 9. Same as Fig. 8 except in the range 27402745 wHz.

three frequencies instead of two. These frequencies, while they
describe the observations (see Fig. 12), are split such that we
consider them to be caused by amplitude variation. The two
frequencies not found in 1999—-2000, but found in the 2000 March—
May data (2269.84 and 2765.09 wHz), we consider marginal
detections. We can now conclude that the frequencies in Table 7,
derived from the 2000 March—May observations, are real.

7 COMPARISON WITH WOOLF ET AL. (2002)

Our observations were by coincidence concurrent with those of
Woolf et al. (2002), so we are in a position to examine some of their
findings. First, based on data taken over 16.3h across a 32.1-h
period, they found an apparent power shifting between modes,
which we also find, and attribute to both amplitude variability over
time and beating between closely spaced frequencies. They also
found evidence for rotational splitting of the 2742 wHz mode, and
derived a rotational period of 12.6 = 2.8 h. This is not in agreement
with Heber, Reid & Werner (1999), who derived an upper limit on
the rotational period of 8.7h from spectral analysis. While the
pulsations cause some broadening of the spectral lines, the pulsa-
tion amplitudes are not high enough to shift Heber et al. (1999)’s
upper limit into the range found by Woolf et al. The rotational
splitting they found is ~ 11 wHz, which is very close to one cycle
per day. Because of this, the reality of this splitting should probably
be treated with scepticism.

Some of our observations overlap with Woolf et al.’s, and we
have plotted in Fig. 13 the amplitude spectrum of the two nights
closest in time to theirs. Our observations for this period start]af9
MJD 51675.1 and finish at MJD 51676.4, while the Woolf et al.
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Figure 10. Amplitude spectra of the 2100—2105 wHz region showing the
successive removal of three closely spaced frequencies.

start at MJD 51675.9 and finish at MJD 51677.25. The dashed lines
in the figure indicate the frequencies found by Woolf et al, which
appear to be one cycle per day alias peaks. The dotted lines indicate
the frequencies found in this paper. For comparison we have shown
the spectral window of our observations in the top panel. The
dashed lines correspond very well to the alias peaks in our spectral
window, and we conclude that this is most likely what Woolf et al.,
have identified, although the central peak (which we have
identified with the frequency found in photometry) is not apparent
in their amplitude spectra. We feel timing errors may be a possible
explanation for the splitting, and lack of this central peak.

8 DISCUSSION

The model of Kawaler (1999) is the best pulsation model for
PG 1605+ 072 produced so far, although it only matches five of the
dominant frequencies from Kilkenny et al. (1999) (they detected up
to 55 frequencies, although some may be artefacts of amplitude
variation). Kawaler’s model predicts an equatorial velocity of
~130kms~ ! leading to a rotational period of around 3h, in
agreement with the upper limit found by Heber et al. (1999) of
Piot < 8.7h (vsini = 39kms™ ).

What are the possible reasons for modes which are so closely
spaced? Rotation has already been mentioned, however the
minimum rotational splitting for an / = 1 mode is ~ 16 wHz to first
order, and for an / = 2 mode is ~27 wHz. This is based on the
maximum rotational period of Heber et al. (1999), and assumes
that the star oscillates in g modes (Kawaler 1999) in a similar way
to a white dwarf. This is not the case, however, since unlike white
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Figure 11. Simulated amplitude spectra using the 10 frequencies from
Table 6 as input. These spectra are based on the window function of all
observations from 2000. It is clear that the variable amplitude of the highest
peaks is due to beating.

dwarfs, horizontal motion does not dominate vertical motion on the
surface of sdBs; in fact, they are of the same order (Kawaler,
private communication). Despite this, the splitting values above are
minima, so it is clear rotation is not the only effect causing
splitting. Strong magnetic fields also cause splitting of oscillation
modes, however little work has been done to measure fields of
sdBs. Finally, we feel that amplitude variability over several
months can explain at least some of the observed splittings. More
detailed modelling of PG 1605+ 072 using the so-called second
generation pulsating sdB models of Charpinet, Fontaine &
Brassard (2001) may help to answer these questions.

9 CONCLUSIONS

Of all the pulsating sdBs currently known, PG 1605+ 072 is clearly
one of the most interesting. Using our newest observations we
make several conclusions.

(i) From our main campaign we have detected seven oscillation
frequencies from velocity variations in the star. These frequencies
are shown in Table 7. Most of these correspond to the strongest
oscillation frequencies found in photometry.

(i1) We find the velocity amplitudes and phases in the individual
Balmer lines to be equal and cannot confirm the wavelength
dependence of amplitude seen in Paper 1.

(iii) Apparent amplitude variability between our two sets of

observations can be explained by a combination of beating 143

between closely spaced modes and amplitude variability.
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Figure 12. Same for Fig. 10, except with combined 1999 and 2000 time-
series.

Table 7. Detected frequencies and
periods in velocities of PG 16054 072.
These are based on the 2000 March—
May observations, but also found in a
time-series of all observations
(1999-2000).

Frequency (nwHz) Period (s)
1891.01 528.82
1985.75 503.59
2075.72 481.76
2101.57 475.83
2102.48“ 475.63
2742.47 364.63
2742.85 364.58

¢ We include this frequency as
representative of a mode with vari-
able amplitude around 2102.5 pwHz.

(iv) To fully resolve and identify as many closely spaced
frequencies as possible, it is necessary to have both good time
coverage to reduce aliasing effects, and most importantly for
PG 1605+ 072, to have a time-series that is as long as possible, thus
improving the frequency resolution in the amplitude spectrum.

(v) We can explain the possible rotational splitting of the 2742-
wHz peak claimed by Woolf et al. (2002) as an aliasing effect
(possibly caused by incorrect time stamps), since our observations
are concurrent.

PG 16054072 offers asteroseismologists several challenges. It
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Figure 13. Amplitude spectrum of nights MJD 51675.1-51676.4 (bottom),
showing no rotational splitting of the 2742 wHz mode. The frequencies
found by Woolf et al. (2002) are plotted as dashed lines. The peaks they
correspond to are alias peaks. For comparison, the frequencies found in this
work are plotted as dotted lines. The window function for the two nights
(top) is also shown.

has many oscillation frequencies, although some have variable
amplitudes; it has longer periods than most other pulsating sdBs,
however it is rotating fast enough that rotationally split modes may
be unequally spaced; it may be oscillating in p or g modes or a
combination of both. Further theoretical work is needed in these
areas. We feel that despite these challenges, a campaign of
simultaneous photometry and spectroscopy will help to answer the
questions we have raised here, and perhaps allow us to comprehend
one of the least understood phases of stellar evolution.
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Abstract. The discrepancy between the Pleiades cluster distance based on Hipparcos parallaxes and main sequence
fitting is investigated on the basis of Stromgren photometry of F-type stars. Field stars with the same metallicity
as the Pleiades have been selected from the m; index and a technique has been developed to locate the ZAMS
of these field stars in color-magnitude diagrams based on the color/temperature indices b — y, v — y, and S.
Fitting the Pleiades to these ZAMS relations results in a distance modulus of 5.61 £ 0.03 mag in contrast to the
Hipparcos modulus of 5.36 4+ 0.06 mag. Hence, we cannot confirm the recent claim by Grenon (1999) that the
distance problem is solved by adopting a low metallicity of the Pleiades ([Fe/H]piciades = —0.11) as determined
from Geneva photometry. The metallicity sensitivity of the ZAMS determined by the field stars is investigated,
and by combining this sensitivity in all three color/temperature indices b — y, v — y, and 8 we get a independent
test of the Pleiades distance modulus which support our value of 5.61 mag. Furthermore, the field star sample
used for the comparison is tested against theoretical isochrones of different ages to show that evolutionary effects
in the field star sample are not biasing our distance modulus estimate significantly. Possible explanations of the
Pleiades distance problem are discussed and it is suggested that the discrepancy in the derived moduli may be
linked to a non-spherical shape of the cluster.

Key words. open clusters and associations: individual: Pleiades — stars: Hertzsprung-Russell (HR) and C-M

diagrams — stars: distances — stars: evolution — stars: abundances

1. Introduction

The Hipparcos Space Astrometry Mission has provided
accurate absolute trigonometric parallaxes for roughly
120000 stars, which are distributed all over the sky, and
hence relatively accurate distance measurements for stars
at a much larger distance than previous obtainable from
ground based observations. This has given the opportu-
nity to compare distances of several open clusters derived
from direct trigonometric measurements with those de-
rived from main sequence (MS) fitting. For some of the
clusters there are discrepancies between the derived dis-
tances, but in most cases the differences are within the
estimated uncertainties. An exception is the Pleiades for
which the distance modulus derived using the mean of
the Hipparcos parallaxes is almost 0.3 mag smaller than
that derived using the MS fitting technique. Possible

Send offprint requests to: D. Stello,
e-mail: stello@ifa.au.dk

explanations of this anomaly are:

1. The errors of the MS fitting technique may be underes-
timated. This could arise from difficulties in the tech-
nique itself, or it could be due to serious errors in the
adopted chemical composition of the Pleiades cluster.

2. There may be systematic errors on small angular scales
in the sky of the Hipparcos parallaxes which are un-
derestimated. This could bias the inferred distance to
clusters that only cover a small angular area in the sky.

If these possibilities can be excluded we may have to draw
the important conclusion that the theory of stellar struc-
ture and evolution is incomplete or in other words: the
Vogt-Russell theorem that the location of a star in the
Hertzsprung-Russell diagram is uniquely determined by
its mass, age, and composition is violated. It is this as-
pect of the Pleiades distance problem that makes it so
interesting.

The mean parallax of the Pleiades cluster inferred
frgin the Hipparcos data ranges from 8.60 £ 0.24 mas
(Mermilliod et al. 1997) to 8.45 £ 0.25 mas (van Leeuwen
1999). These parallaxes correspond to a distance
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interval of 116 £ 3 pc to 118 =4 pc or a distance modulus
interval of 5.33 + 0.06 mag to 5.37 &= 0.07 mag. These dis-
tance moduli should be compared with those found from
the MS fitting method. Pinsonneault et al. (1998) find
a distance modulus of 5.60 & 0.05 mag, based on an ex-
tensive multi color MS fitting analysis. They make use
of several open clusters to check for different possible er-
ror sources, and both isochrones and an empirical Hyades
MS are used as the zero point of the ZAMS. Pinsonneault
et al. (1998) suggest that the discrepancy between the re-
sults from Hipparcos and the MS fitting method is due
to spatial systematic errors on small angular scales in the
Hipparcos data (Pinsonneault et al. 1998, Fig. 20) which
are larger than expected (Lindegren 1988, 1989, 1997).
From a comparison of the Pleiades MS with those of the
Hyades and « Persei clusters Eggen (1998) also concludes
that the Hipparcos parallax distance of the Pleiades may
be in error by some 10%. An investigation of the possi-
ble spatial systematic errors in the Hipparcos data is per-
formed by Narayanan & Gould (1999) who confirm the
distance modulus of around 5.6 mag by an estimate of
5.58 mag, though with a fairly large error of +0.18 mag.
Their investigation is based on a variant of the moving
cluster method to get distances for each individual cluster
member. On the basis of the stated spatial systematic er-
rors in the Hipparcos data Robichon et al. (1999) make an
extensive investigation of this problem, which makes use
of the method of analyzing Hipparcos intermediate data
described by van Leeuwen & Evans (1998). They recalcu-
late the Hipparcos parallaxes and find a distance modulus
of 5.36 £ 0.06 mag for the Pleiades which is the value
adopted in this paper for comparisons.

Recently, Grenon (1999) has claimed that the Pleiades
distance problem is solved by adopting a cluster metallic-
ity of [Fe/H]pieiades = —0.11 as determined from Geneva
photometry instead of [Fe/H]plciades =~ 0.0 as determined
from high resolution spectroscopy (Boesgaard & Friel
1990). In particular, Geneva photometry points to a large
difference in the metallicity of Praesepe and Pleiades
(A[Fe/H] = 0.28). To a large extent this explains the off-
set between the two clusters in various color-magnitude
diagrams (Robichon et al. 2000).

The purpose of the current study is to investigate the
discrepancy between the Pleiades distance inferred from
the Hipparcos mean parallax and from the MS fitting
method by comparing Stromgren uvby — 3 photometry
of Pleiades F-type stars with field stars having the same
metallicity as the Pleiades. We start out with a presen-
tation of the Pleiades cluster and field star data followed
by the calibration formulas and selection of stars used for
the rest of the reductions. Then the MS fitting analysis is
described including the fitting technique, which has been
developed to locate the ZAMS of the field star sample, and
how we test the age range of the field stars. Furthermore, a
metallicity sensitivity analysis is presented and finpdly we
discuss possible answers to the Pleiades problem including
the suggestion that the discrepancy in the derived distance
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moduli could be a real effect caused by the structure of
the cluster.

2. MS fitting with Stromgren photometry

The Pleiades, shifted to the distance inferred from the
Hipparcos mean parallax, are compared to nearby field
stars of the same metallicity in a color-magnitude dia-
gram. This is done to see if the ZAMS defined by the field
stars (hereafter denoted ZAMSgic1q) does coincide with
the Pleiades MS. Further, the distance modulus of the
Pleiades is inferred from a best fit by the comparison of
the Pleiades MS and the ZAMSgic1q- This investigation
also includes a sensitivity analysis of the ZAMSgijc1q locus
to changes in [Fe/H]. The analysis is performed for F-type
stars, and in three color/temperature indices b — y, v — y,
and 3, to check for robustness and possible hidden errors
in the MS fitting technique.

The advantage of using field stars to define the zero
point of the distance modulus is that the investigation
will be purely empirical, and not affected by some possi-
ble lacking ingredients in the theoretical calculations of the
isochrones. So this investigation only relies on the Vogt-
Russell theorem (Sect. 1). The shape of the Pleiades MS
turns out to be very similar to the ZAMSgjc1q shape and
hence we avoid the problem of fitting to isochrones which
do not match the cluster MS at every temperature inter-
val. Using F-type stars gives the opportunity to correct
for interstellar reddening and to estimate [Fe/H], based
on the Stromgren indices and available empirical calibra-
tion formulas. The assumed shape of the ZAMSFijcq used
for the comparison between the Pleiades MS and the field
stars is found by a second-order robust least squares fit to
the Pleiades stars.

2.1. Data

The uvby— G data for the Pleiades is taken from Table IT of
Crawford & Perry (1976) (hereafter CP76), which contains
members classified as F-type stars by CP76. The mean
error of one observation, was determined from the inter-
nal scatter in the measurements of all the Pleiades stars
(Table I CP76), and were given as follows, o(3) = 0.011,
o(b —y) = 0.009, o(my;) = 0.011, and o(c;) = 0.012
(CP76). Taking into account that each star has been ob-
served about 5 times we obtain the following typical mean
errors of the mean indices of one star: o(8) = 0.005,
o(b—y) =0.004, o(m;) = 0.005, and o(c1) = 0.005 mag.

The magnitudes of the stars in CP76 were adopted
from Johnson & Mitchell (1958) (based on the UBV
system), so to get the Stromgren values (y transformed
to V) the star magnitudes are taken from the WEBDA
database (Mermilliod 2000). For about half of the stars
the Stromgren value is not available, and the magnitudes
are taken to be the average of the V values from UBV
observations (also given in the WEBDA database). It is
noted that for stars with both uvby and U BV photometry,
the V magnitudes agree within £0.02 mag.
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The field star data has been taken from a catalogue
of ~30 000 stars observed in uvby — G (Olsen 1999). This
catalogue has been made by merging five published cata-
logues; all by E. H. Olsen. The sample used in this investi-
gation (F-type stars) is based on three of these catalogues
(Olsen 1983, 1988, 1994). The overall rms internal error
of one observation is (V) = 0.005, o(b — y) = 0.004,
o(m1) = 0.006, o(c1) = 0.007, and o(8) = 0.007. These
errors are the conservative ones, in some of the catalogues
they were in fact ~0.002 mag smaller, but the conservative
ones are adopted in this investigation. The majority of the
stars were observed only once and a few 2 or 3 times, so
the errors in the mean photometric values per star are not
significantly different from the errors stated above.

The absolute magnitudes are derived using the red-
dening corrected apparent magnitudes Vp (transformed
from y), and the Hipparcos parallaxes (ESA 1997).
The mentioned possible spatial systematic error in the
Hipparcos parallaxes does not affect the locus of the
ZAMSrie1q, because it can only have effects on small angu-
lar scales, and the field stars are distributed “randomly”
all over the sky. Thus the error contributions from the par-
allaxes in the zero point for the ZAMSgiaq is the global
parallax error, which is less than 0.1 mas (Arenou et al.
1997).

In addition to the internal errors for the Pleiades pho-
tometry by CP76 and for the field stars by Olsen (1999)
there could be systematic differences between the two
sources. Especially the 3 index is critical, because the
reddening and hence the corrected color indices (b — y)o
and (v —y)o is determined from g (Sect. 2.2.1). It is, how-
ever, very unlikely that systematic errors in § could be
large enough to explain the offset between the Pleiades
and the field stars, which is of the order of 0.02 mag
in B if we adopt the Hipparcos distance modulus of the
Pleiades. In this connection we note that photometric
observations of the @ index is quite straightforward; no
extinction correction is needed and the transformation
to the standard system is linear without color terms.
As discussed by Olsen (1983), systematic differences in
[ obtained with different telescopes and filter sets are
0.005 mag at most. Furthermore, we note that two of the
Pleiades F-type stars from CP76 (Hz II 739 and 948) hap-
pen to be in Olsen (1999). The differences (Olsen — CP76)
are 0.007 and 0.008, respectively. This does not point to
any large systematic errors, and a correction for this dif-
ference would in fact increase the offset of the Pleiades
with respect to the field stars, but of course we cannot
draw any strong conclusions from two stars only.

2.2. Calibration and selection
2.2.1. Reddening
To correct for reddening, the color excess is determined

for individual stars as E(b—y) = (b—y) — (b—1y)o, where
(b — y)o is found by an iterative calculation based on the
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empirical calibration given by Crawford (1975a):
(b—y)o = 0.222 4+ 1.11AB + 2.TAB? — (1)
0.056¢co — (0.1 + 3.6AB)dmy,
where
dco = co — co,zams(B), dmo = Mo Hyades(5) — Mo, (2)

co=c1 —020-EDb-—y), mp=m1+030-EDb—y), (3)

and AS = 2.72 — 3. The standard relation between [,
Mo, Hyades; and co zams is found by interpolation between
the data points given in Table I by Crawford (1975a). The
iterative procedure uses the four Stromgren indices for
each star, and an initial guess for the color excess as input
data. The output (individual color excesses) was obtained
when E(b—y) converged at the 0.0001 level. The expected
error for E(b — y) is found as

o[E® — )] = [02(b — y) + o2[(b — y)ol] /? (4)

where

ol(b—y)o] = [0*(AB)(1.11 + 5.4A8 + 3.66mo)*> +  (5)

o2(6m0) (0.1 + 3.6A8) + 0.05%07 (5¢0)] /7
with o(AB) = o(B), o(dmo) ~ o(m1), and o(dcg) =~
o(c1). An estimate of this error is obtained by inserting
the mean values of AF and dmg from the samples. For the
Pleiades stars it is o[E(b — y)]pleiades = 0.008 mag, while
it for the field stars is o[E(b — y)]riela = 0.010 mag.

2.2.2. [Fe/H] calibration

To be able to select nearby field stars with the same metal-
licity as the Pleiades, [Fe/H] is calculated for the Pleiades
using the empirical calibrations of Nissen (1981). The cal-
ibration formula is as follows:

[Fe/H] = —[10.5 4 50(3 — 2.626)]6mq + 0.12 (6)

where dmyg is like in Eq. (2), and the constant of 0.12 is
the adopted [Fe/H]uyades- The adopted [Fe/H]tiyades does
not affect the result of the comparison of the Pleiades
with the field stars, because it is only relative. But the
estimate of the absolute [Fe/H]pleiades value is of course
dependent on the assumed [Fe/H]myades- The expected er-
ror in this calibration is obtained by a procedure similar
to that presented in Sect. 2.2.1, but this time o(dmg) =
o(myg) is used. The results are o([Fe/H])pleiades = 0.07
and o([Fe/H])pic1qa = 0.07.

2.2.3. Reduction step by step

The criterion for being an F-type star is set to be 2.59 <
449 2.72, which is the 8 range used by Crawford (1975a)
and Nissen (1981) for their calibration formulas (redden-
ing and metallicity).
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To keep as many Pleiades members as possible, no
stars from Table II (CP76) are rejected as a start ex-
cept Hz II 948 which appear to be a non-member in both
CP76 and the WEBDA database. For each member star
the reddening is calculated by the procedure described
in Sect. 2.2.1, and their photometry measurements are
individually corrected. The mean reddening obtained is
(E(b — 9))Pleiades = 0.031 £ 0.004 mag', and the star-
to-star rms scatter is S[E(b — y)|pleiades = 0.022 mag.
Compared with the expected error of the E(b — y) de-
termination (o[E(b — y)]pieiades = 0.008 mag), this indi-
cates significant star-to-star reddening differences across
the cluster. The mean color excess for the Pleiades ob-
tained here is in quite good agreement with former results
obtained from other investigations, which in general are in
the range of about 0.03—0.04 mag (e.g. Pinsonneault et al.
1998 used E(b —y) = 0.7 x 0.04 mag =~ 0.03 mag; here
using the relation between E(b — y) and E(B — V) from
Crawford 1975b).

The reddening corrected mg values together with
the 3 observations are then used as input in Eq. (6),
to get the Pleiades metallicity. The mean value derived
is {[Fe/H])pleiades = 0.01 £ 0.021. This value is in very
good agreement with spectroscopic results, which mostly
come out with a near solar metallicity for the Pleiades
(e.g. Boesgaard & Friel 1990). The star-to-star rms scat-
ter is S([Fe/H])pieiades = 0.13, which is somewhat larger
than the expected error (o([Fe/H])pieiades = 0.07).

From the catalogue of field stars, used in this investi-
gation, there are 12658 stars which have 2.59 < 8 < 2.72
(thus F-type stars), but 1194 stars of this group do not
have Hipparcos parallaxes, so the absolute magnitude
could not be derived, and they are therefore rejected. For
each star in the remaining sample the reddening is cal-
culated, as described in Sect. 2.2.1, and the photometry
of every star is individually corrected. Due to statistical
fluctuations and a low mean reddening of the field star
sample ((E(b —y)) = 0.009) some stars turn out to have
slightly negative values of E(b — y). In order to avoid any
bias these negative values were not changed. Finally, the
reddening corrected mg values and the (3 observations can
be used as input data in Eq. (6), to derive the metallicity
for every star.

We choose a metallicity range of —0.10 < [Fe/H] <
0.12 which is comparable to the Pleiades mean metallic-
ity plus/minus a representative estimate of the metallicity
scatter, and the number of F-type field stars remaining in
this interval is 3389. The mean [Fe/H] of the remaining
sample is not equal to ([Fe/H])pieiades because the metal-
licity profile of the original field star sample peaks around
[Fe/H] = —0.15, thus [Fe/H] for the remaining sample is
slightly shifted (by 0.01 dex) to a lower [Fe/H]. But since
this is only half the error of the mean of the Pleiades
[Fe/H] the effect is ignored.

150
1 This value is based on all stars from Table II of CP76 except
the likely non-members Hz IT 739 and Hz IT 948 (see Sect. 2.3).
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An additional selection of the field stars is made on the
basis of the relative parallax error. If the My, vs. (b—1y)o
diagram is considered, the error in the absolute magnitude
My, of the field stars is affected by the errors in Vy, (b —
Y)o, and the distance modulus (through 7, the parallax).
From the errors given in Sects. 2.1 and 2.2.1, the error
in Vo can be estimated as: o(Vp) = [02(V) + (4.3 0[E(b —
Y)]ricla)?]Y/? = 0.044 mag. The size of the effect on o(My;,)
from o[(b — y)o] depends on the slope of the ZAMS in
the color region of interest. A test plot is made to find
the approximate slope, and it is found to be ~12. The
effect from o(7)/m, on the distance modulus, is found by
differentiating the relation (m — M) = 5log(1) — 5, with
respect to 7!, where (m — M) is the distance modulus.
This now leads to the following expression:

o(My,) ~[0?(Vo)+(12 o[(b—y)o))?+(2.17 0’(7‘(’)/71’)2]1/2 (1)

The optimized choice of the upper limit of o(7) /7, is when
2.170(mw)/m ~ max{oc(Vp), 120[(b — y)o]} ~ 0.12 mag
(where o[(b — y)o]riecla = 0.010 mag; Eq. (6)), which sug-
gests o(m)/m ~ 0.05. If a similar consideration is made
in the My, vs. (v — y)o or My, vs. B diagram, the sug-
gestion would be o(7)/m ~ 0.04. To avoid different sam-
ples of field stars in the three investigation parts, parallax
measurements to a 5% accuracy are chosen, which left a
sample of 782 stars. This seems to be the most reason-
able choice, since the sample is large enough to make a
clear definition of the ZAMS, and a lower error always is
desirable.

2.3. MS fitting analysis

The MS fitting analysis is carried out in three diagrams
My, vs. (b—1vy)o, My, vs. (v —y)o, and My, vs. 8. Often
only the (b—y)o case will be illustrated in the figures, but
the results of the other diagrams will be given. Though
is not a color, all three diagrams will in the following be
denoted color-magnitude diagrams, and the specification
“F-type” stars will be omitted, thus “the stars” or “all
the stars” simply refers to the sample of F-type stars used
in this investigation. A test plot of the Pleiades showed
that there was an outlying star which was significantly
cooler than the rest of the sample, and ~1 mag above the
Pleiades MS (it has spectral type GO; Mendoza 1956). The
star is rejected as a likely non-member. The Pleiades mean
color excess and metallicity did not change significantly
if the GO star was included in the sample or not. The
changes were only 0.002 mag in the average color excess,
and ([Fe/H]) changed by 0.003 dex.

With the errors stated in Sects. 2.1 and 2.2.1 the
estimated error per one star in My, for the field stars
(Eq. (7)), is in the range of 0.14-0.17 mag for all three ex-
amined color-magnitude diagrams (smallest for the (v —
y)o diagram, and largest for the (b — y)o and 3 diagrams,
which is expected since the ZAMS in the (v —y)o diagram
is less steep than in the other two diagrams).

In Fig. 1 the field stars are plotted together with the
Pleiades stars adopting the Hipparcos mean parallax of
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Fig. 1.

Color-magnitude diagram of the selected field stars with —0.10 < [Fe/H] < 0.12 and o(7)/7m < 0.05 (empty circles),

compared to the Pleiades (filled stars) adopting the Hipparcos inferred distance modulus of 5.36 mag (from Robichon et al.
1999). The Pleiades star at the cooler end of the diagram is a GO star and most likely a non-member, and the two stars
(Hz II 1338 and 1912) about 0.6 mag brighter than the mean relation defined by the others Pleiades stars are binaries.

the cluster. This plot clearly shows the discrepancy be-
tween the locus of the field stars and that of the Pleiades.
The plots in all three color-magnitude diagrams look quite
similar. In addition to the deviating GO star there are two
Pleiades stars (Hz II 1338 and 1912) which are ~0.6 mag
brighter than the mean relation defined by the others.
According to Mermilliod et al. (1992), one of the stars is
a spectroscopic binary, and the other a visual binary, in
agreement with their shift in brightness.

2.3.1. The stellar magnitude distribution

To get an estimate of the distance modulus of the Pleiades
we have to analyze the magnitude distribution, relative to
the Pleiades MS, of the field stars which define our zero
point of the ZAMS locus. The observed magnitude dis-
tribution is a convolution of the underlying evolutionary
distribution of the field star sample and a Gaussian profile
coming from the observational errors in My .

A robust least squares fit (second-order) (Freudenreich
1999) of the Pleiades MS is made in the V4 vs. color dia-
grams. The derived polynomial of the Pleiades MS is used
to define the shape of the ZAMSFijc1q- To find the distance
modulus of the Pleiades the polynomial is shifted by the
magnitude which make it fit to the ZAMSFie1q. The ad-
vantage of this method is that the robust least squares fit
of the Pleiades MS will not be significantly affected by the
stars which lie far from the Pleiades MS. This means that
e.g. double stars will not bias the locus of the Pleiades MS
significantly. The disadvantage is that the shifted Pleiades
MS fit may not match the ZAMSgioq perfectly, because

the shape of the fitted Pleiades MS is sensitive to the small
sample of Pleiades data points (29 stars). The shifting of
the Pleiades MS is done by calculating the individual dis-
tance moduli of every field star with respect to the poly-
nomial fit of the Pleiades MS. This give the magnitude
distribution of the field stars relative to the Pleiades MS.
All the distance moduli are evaluated as input in the likeli-
hood function which is the simultaneous probability func-
tion of all data points. The probabilities of the individual
data points are described by the result of the convolution
mentioned above. The underlying evolutionary distribu-
tion is approximated by x exp(—z/7) with a sharp edge
at the ZAMSrie1q locus, where 7 is the fall-off rate due to
evolution and binarity of the star sample. The width of
the Gaussian is characterized by the observational error
o(My,). The mathematical expression of the convoluted
function is:

2 Y 2
p1 P u—Dp3 1 v

f(u :—exp<—— )—/ exp(——)dv

() P2 2p3 P2 ) V2rpa) oo 2p3

2
D1 Py U — p3 Y

= —exp| = — 1—|—Errf< ))8
2p2 (210% P2 ) ( V2p4 ®)

where y = u — p3 — p3/p2, p1 is the normalization con-
stant, po = 7 , p3 is the ZAMSgjca locus, pys = o(My,),
and Errf(t) is the IDL error function. A best fit is ob-
tained when the likelihood function takes its maximum
value which we find by changing 7, o(My, ), and the locus
of the sharp edge of the ZAMSric1q as free parameters.
The underlying evolutionary distribution (dashed line)
tpggther with the convoluted function of best fit (thick
line) is shown in Fig. 2. Additionally, the individual dis-
tance moduli are binned and over plotted to illustrate the
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Fig. 2. The field star magnitude distribution, with respect to

the polynomial fit of the Pleiades MS, in the My, vs. (b —y)o
diagram. Empty circles shows the individual distance moduli
binned, with a bin size of 0.1 mag and connected with the
thin line. Dashed line indicates the assumed underlying star
distribution without observational errors defining the point of
the ZAMSrFie1a. The thick line is the best fit to the data of the
convolution of the underlying star distribution with a Gaussian
profile which corresponds to the observational error.

field star magnitude distribution for comparison (thin line
and empty circles). The point of the ZAMSgielq, is the ver-
tical dashed line.

The fitted o(My,)riela for all three color-magnitude
diagrams end up in the range 0.12-0.13 mag which
is near the expected errors derived in Sect. 2.3 on
page 108. It indicates that the shape of the Pleiades
polynomial matches the ZAMSgiclq shape very well in
all three color-magnitude diagrams. The Pleiades dis-
tance modulus found by the fits are: 5.62 + 0.02 mag,
5.61 £ 0.02 mag, and 5.61 &+ 0.03 mag in the (b — y)o,
(v — y)o, and [ diagram respectively. The stated er-
rors are the quadrature sum of two errors. The first
comes from the uncertainty in the vertical positions of the
Pleiades MS fits, which is the star to star scatter around
the Pleiades MS fit divided by the square root of the
number of stars (Sy, pleiades(Pleiades MS fit) //Fstars).
For the three color-magnitude diagrams these errors are:
0.019 mag, 0.017 mag, and 0.031 mag in the (b — y)o,
(v — y)o, and B diagram respectively?. The second er-
ror is found as the points where the log likelihood func-
tion has fallen by 0.5 from its maximum value by chang-
ing the Pleiades distance modulus step by step around
its optimum value, and optimizing the two other pa-
rameters for every step. The +1lo interval is approx-
imated by a symmetric interval around the maximum
value by a parabola fit of the log likelihood function.
This approximation gives sufficient precision. For the three

2 These errors are from slightly around one to 3/2 times
larger than the pure observational scatter in Vo,pleia,lé?_. and
show different real effects like binarity, which introduces extra
scatter around the perfect ZAMS locus.
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color-magnitude diagrams these errors are: 0.014 mag,
0.015 mag, and 0.015 mag in the (b — y)o, (v —y)o, and 3
diagram respectively.

It is important that the left tail of the field star’s mag-
nitude distribution is fitted well because this is the region
where the ZAMSpja1q has to be found. The extremely good
fit at the left tail of Fig. 2 supports the trustfulness of the
method used in this investigation. The right tail is more
affected by the evolutionary and binary distribution of
the field star sample, and it could be argued that the as-
sumed exponential fall-off at the right part of the profile
is rather simplified, but changing it would not affect the
fitted ZAMSrie1q locus significantly because this part of
the diagram is separated by several standard errors from
the ZAMSgiaq locus.

The method of finding the distance modulus presented
here seems very robust because the distance moduli, errors
in the distance moduli and o(My, ) are consistent with one
another and their estimates in the three color-magnitude
diagrams. By changing the underlying evolutionary distri-
bution it is seen that the estimated distance moduli are
quite stable. We consider the following different underly-
ing star distributions. Assume the underlying fall-off to
be in two steps. First a rather steep fall-off followed by a
less steep fall-off. This scenario would fit the Gaussian to
be wider (but could still be consistent with the estimates
given in Sect. 2.3 on page 108), and the Pleiades distance
modulus would be fitted to be slightly larger (ZAMSgicld
closer to observed maximum density). The only way to
get a lower estimated distance modulus is by assuming a
slower fall-off for the right tail of the underlying distribu-
tion; the extreme being a wide box function with one edge
at the ZAMSgFie1q. Under this assumption the ZAMS¥iec1q
will be at the point of half maximum of the observed distri-
bution, which in this case means a lower distance modulus
by less than 0.05 mag, but at the cost of an unaccept-
able bad fit to the data. One can of course get an even
lower estimate if it is assumed that the underlying star
density will increase on the right side of the ZAMSwic1q
in Fig. 2, which means that the maximum density of the
underlying distribution is above the ZAMSgjc1q- But the
extremely good fits at the left tail (Fig. 2) and the con-
sistent determinations of the Gaussian widths tell us that
the underlying star distribution must have a sharp edge as
indicated in Fig. 2. To see if the field star sample does in-
deed contain stars not evolved significantly away from the
ZAMS, the sample is compared with a series of isochrones
in Sect. 2.3.2, and the assumed underlying evolutionary
distribution is tested by the aid of evolutionary tracks.

Figure 3 shows a plot similar to Fig. 1, but instead
of the adopted Pleiades distance modulus of Hipparcos
the estimated value of 5.62 mag, which make the fitted
Pleiades MS polynomial match the ZAMSgic1q, has been
used. Furthermore, the polynomial fit to the Pleiades MS
is shown, shifted by 5.62 mag (solid line) and by 5.36 mag
(dashed line). It is easy to see that the Pleiades shifted by
5.62 mag gives a much better fit to the field stars compared
to the Hipparcos value.
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Fig. 3. Color-magnitude diagram of the selected field stars with —0.10 < [Fe/H] < 0.12 and o(7)/7m < 0.05 (empty circles),
compared to the Pleiades (filled stars) (excluding the likely non-member) adopting the distance modulus of 5.62 mag, which
make the Pleiades MS match the ZAMSFicia- The solid line is the polynomial fit to the Pleiades MS, and the dashed line
indicates the location of the Pleiades MS according to the Hipparcos distance.

2.3.2. The age range

The age of the field star sample which is used to deter-
mine the Pleiades distance modulus is analyzed by plot-
ting isochrones of different ages together with the field
stars.

The isochrones used are taken from Lejeune & Schaerer
(2001), those they denote as “basic grid” with solar
metallicity. The effective temperature coming from the
isochrones is transformed to the (b — y)o color index by
the calibration of Alonso et al. (1996) using a mean value
of the ¢; index in their Eq. (9). The possible systematic
error in (b — y)o from this transformation is of the order
of 0.02 mag.

Figure 4 shows the field stars in the color-magnitude
diagram and five isochrones of ages: 100 Myr, 500 Myr,
1 Gyr, 1.5 Gyr, and 2 Gyr. It is evident that the sam-
ple of field stars contains many stars with ages below or
around 1.5 Gyr, which are all the stars at the left side
of or around the 1.5 Gyr isochrone. Since we safely can
assume that the age of the field stars is distributed uni-
formly in the plotted color range there must also be many
field stars of ages around or less than 1.5 Gyr at the right
side of the plot say in the range 0.30 < (b — y)o < 0.40.
There may be a systematic offset of the isochrones with re-
spect to the ZAMSyic1q due to systematic errors in the Teg
calibration, but Fig. 4 shows that the evolutionary effects
on the isochrones from 100 Myr (approximate age of the
Pleiades cluster) to 1.5 Gyr is rather negligible in the color
range 0.30 < (b—y)op < 0.40. In that range we still see the
discrepancy between the position of the Pleiades and the
ZAMSryie1q if the Hipparcos distance is adopted. Hence,

[N

0.25 0.30

(o=y)o

Fig.4. Color-magnitude diagram of the selected field stars
with —0.10 < [Fe/H] < 0.12 and o(7) /7 < 0.05, compared to
five isochrones representing the ages: 100 Myr, 500 Myr, 1 Gyr,
1.5 Gyr, and 2 Gyr.

we conclude that the discrepancy cannot be explained as
due to evolution away from the ZAMS of the field star
population.

As an additional check, evolutionary tracks from
Lejeune & Schaerer (2001) have been used to calcu-
late the theoretical stellar magnitude distribution at a
given (b — y)o in order to see how well it agrees with
the underlying evolutionary distribution of My adopted in
943. 2.3.1. We assume a constant star formation rate for
solar metallicity stars over the lifetime of the galactic disk
(~8 Gyr) in agreement with the age-metallicity diagram
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(Fig. 14) of Edvardsson et al. (1993), and a constant initial
mass function over the small mass range corresponding
to a given (b — y)o. The calculated magnitude distribu-
tion is similar to the underlying evolutionary distribution
of My adopted in Sect. 2.3.1, i.e. with a sharp edge at the
ZAMS and a steep evolutionary fall-off. The fall-off is less
steep at the blue end of the (b — y)o range and somewhat
steeper at the red end, and the fall-off has a tendency of
a two-step function; first a steeper part followed by a less
steep part. As discussed in Sect. 2.3.1 on page 110 this
could indicate that our fitted Pleiades distance modulus
is slightly underestimated. Altogether, we conclude that
the assumed underlying evolutionary magnitude distribu-
tion of our field stars is supported by models for the stellar
evolution.

2.4. [Fe/H] sensitivity of ZAMSkEjei4

It is known that the ZAMS locus is dependent on the
metallicity, such that low metallicity stars define a fainter
ZAMS than the high metallicity stars. To be able to
test if the discrepancies in the Pleiades distance could
be explained as a possible error in the adopted Pleiades
metallicity, we have analyzed how much the locus of the
ZAMSrie1q changes as a function of the metallicity.

The selected sample for this part of the investiga-
tion consists of all F-type field stars in the catalogue of
Olsen (1999), which have a relative error in the parallax
measurement less than 5%. This selection gives a sample
of 2309 stars. Five plots, each representing field stars in
different metallicity intervals, are then made. The inter-
vals are +0.10 dex wide in [Fe/H], ranging from —0.45 to
+0.15 dex, and with a 0.10 dex overlap from one interval
to the next.

Distance moduli for the Pleiades are found for the five
metallicity intervals in all three color-magnitude diagrams.
The method is similar to that presented in Sect. 2.3.1, and
the individual distance moduli from every diagram is plot-
ted together in Fig. 5. The indicated error bars in Fig. 5
are larger for the data points representing the lower metal-
licity intervals, which is a result of less stars falling in the
lower metallicity bins. By analyzing the fits to the field
star density profile of the lower metallicity intervals it was
observed that the fitting function (see Sect. 2.3.1 Eq. (8))
did not fit the left tail of the distribution as well as shown
in Fig. 2 simply because of the few data points avail-
able. Linear least squares fits are made to the result of all
three color-magnitude diagrams in the metallicity range
—0.35 < [Fe/H] < 0.05 (dashed lines), and additional fits
where the two lowest metallicity points are ignored (solid
lines).

The metallicity sensitivity from the three color-
magnitude diagrams is found to be (solid lines):

A (Myvy)yams = +0.01(9) AlFe/H], from 3
A (My,) zans = —0.40(9) A[Fe/H], (b —y)o
A (Myvy)gams = —0.76(9) A[Fe/H], and (v — y)o.
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Fig.5. Metallicity sensitivity of the ZAMSgielqa in the three
investigated color-magnitude diagrams: § (diamonds), (b — vy)
(squares), and (v — y) (Xx’s). Solid and dashed lines are least
squares fits (see text).

The trend is the same for both solid and dashed lines,
though solid lines show a higher metallicity sensitivity in
(b—1vy)o and (v —1y)o and no significant sensitivity in the 3
diagram. We believe that the relations indicated by the
solid lines are the most correct since the lower metallicity
bins may suffer from small evolutionary effects due to a
larger percentage of more evolved stars. That the highest
metallicity sensitivity is observed in the (v — y)o diagram
and the lowest in the 8 diagram is expected since line blan-
keting from the metal lines affects the spectrum more at
the short wavelengths, thus v is more affected than b which
is again more affected than y. We note that Grenon (1999)
finds a much larger shift A (My;), s = —1.67 A[Fe/H]
based on Geneva photometry, though the error of the
metallicity sensitivity coefficient is not given. His relation
refers, however, to early K-dwarfs and it is not clear on
which color index it is based. A direct comparison can
therefore not be made to the shifts we are finding for the
F-type stars.

Figure 5 supports that the metallicity of the Pleiades is
around the solar value as determined from the m; index if
the adopted Hyades metallicity is ~0.12 dex. Only for this
metallicity can we get consistent results of the distance
modulus from all three color-magnitude diagrams. The in-
ferred distance modulus is in the range 5.58-5.64 mag. We
also see that a Hipparcos distance modulus of 5.36 mag
is not consistent with one metallicity value. The (v — y)o
diagram demands [Fe/H] ~ —0.35, the (b — y)o diagram
[Fe/H] ~ —0.70, and the § diagram cannot be fitted to a
distance modulus of 5.36 mag no matter the chosen metal-
licity of the field stars.

From the above metallicity sensitivity analysis one
could conclude that the 8 diagram gives the most reliable
estimate of the distance modulus, because it is rather in-
sensitive to metallicity deviations between field stars and
Pleiades stars, and furthermore it is insensitive to inter-
stellar reddening. It should, however, be remembered that
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the [ diagram has the largest error in the distance modu-
lus determination (0.03 mag); 3/2 the size of the (b — y)o
and (v — y)o diagram errors. If we combine the distance
moduli from all three color-magnitude diagrams the final
distance modulus is: (m — M) = 5.61 &= 0.03 mag 3.

3. Discussion and conclusion

The extensive multi color MS fitting analysis based on
Stromgren photometry (this paper) gives a Pleiades dis-
tance modulus of 5.61 £ 0.03 mag (the mean value from
all three color-magnitude diagrams), which is in very good
agreement with the distance modulus given by the multi
color MS fitting analysis of Pinsonneault et al. (1998) who
find a distance modulus of 5.60 + 0.05 mag. On the other
hand, the distance modulus derived from the Hipparcos
parallaxes are all in the range of 5.33-5.37 mag, which
is not consistent with the former results, and the quoted
errors. Even if the quoted errors from MS fitting are not
representative for the actual uncertainty in this method,
it must, from the current investigation, be concluded that
the Hipparcos distance modulus is not consistent with the
ZAMS of nearby field stars (Fig. 1). Thus, either are the
Hipparcos parallaxes affected by systematic errors, which
are significantly larger than expected, or there is some-
thing unexpected about the Pleiades cluster.

If the discrepancy is caused by some anomaly of
the Pleiades, one possible explanation is the metallicity.
Extensive investigation of this possibility has been per-
formed (e.g. Pinsonneault et al. 1998 and the current in-
vestigation presented in Sect. 2.4), and from these results,
supported by the spectroscopic metallicity determination
by Boesgaard & Friel (1990), it seems very unlikely that
the adopted Pleiades metallicity around the solar value is
more than 0.05 dex from the true value. Even a deviation
of 0.1 dex is far too small to explain the discrepancy and it
would lead to inconsistent results from the different color-
magnitude diagrams. In addition, the relative comparison
between the Pleiades and field stars of the same metallicity
(Sect. 2) ensures that the possible difference in the relative
metallicities are so small that a metallicity deviation can
be ruled out. Hence, we cannot confirm the recent claim
by Grenon (1999) that the Pleiades problem is solved by
adopting a low metallicity, [Fe/H]pleiades = —0.11, of the
cluster. Furthermore, the large metallicity difference be-
tween the Hyades and the Pleiades based on Geneva pho-
tometry, A[Fe/H] = 0.25 &£ 0.03, is inconsistent with the
difference, A[Fe/H] = 0.11 &+ 0.03, which we derive from
Stromgren photometry.

Another possibility is an abnormal helium abundance
of the Pleiades. To see which value of Y would be required
to change the Pleiades MS locus by 0.3 mag, a calculation
is made by Pinsonneault et al. (1998), who find that the

3 The distance modulus found by CP76, based on all 30 mem-
ber stars in their Table II, was (m—M)o = 5.53£0.04 mag, and
by rejecting four stars, probably double stars or non-members,
their result was (m — M)o = 5.60 + 0.03.
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value is as high as Y ~ 0.37. The study of Nissen (1974)
revealed no intrinsic scatter in Y greater than approxi-
mately 10% in nearby MS field B stars; much smaller than
the 30%—-40% change in Y required for the Pleiades. There
are, however, investigations which indicate large cluster
to cluster scatter in the helium abundance (Nissen 1976;
Lyubimkov 1977), and it has been suggested that this is
the key explanation to the Hyades ci-anomaly (Stromgren
et al. 1982). To test if this is the explanation of the
Pleiades problem too, an attempt should be made to mea-
sure the surface helium abundance of the hot stars in the
Pleiades and other young clusters spectroscopically.

Recently, van Leeuwen (1999) has suggested that the
Pleiades problem is caused by an age effect, and claims
that other very young open clusters show the same devi-
ation as the Pleiades. The investigation of van Leeuwen
(1999) is based on a comparison in the color-magnitude
diagram (with the metallicity-sensitive B — V color) of
nine open clusters, all shifted to their Hipparcos mean dis-
tance. But this is done without correcting for differences
in the metallicity abundances first. A test of the age effect
is made by Pinsonneault et al. (2000), based on 8 clusters
(incl. the Hyades and Pleiades) and no age effect is seen
in the difference between the MS fitting and Hipparcos
distances. If the youth of the Pleiades has a significant
effect on the Pleiades MS locus, one might also expect that
young field stars would show the same effect. The study of
Soderblom et al. (1998) of chromospherically active (and
therefore assumed young) stars gave, however, no indica-
tions of that. In our own sample of field stars very few are
expected to be as young as the Pleiades so we cannot test
the suggestion of van Leeuwen (1999). It should be empha-
sized, however, that the explanation given by van Leeuwen
(1999) of the Pleiades problem as an age effect, mostly re-
lies on the relative shift between the Pleiades and Hyades
in the temperature range where no obvious evolutionary
effects away from the ZAMS are seen (corresponding to
(b—y)o > 0.30 mag or (B—V)o > 0.50 mag). Furthermore,
the age explanation of van Leeuwen (1999) is in disagree-
ment with theoretical models of stellar evolution, which
predict negligible evolution away from the ZAMS during
the first couple of billion years of the lifetime of late F-type
stars (see isochrones in Fig. 4).

Some investigations give hints of spatial systematic er-
rors in the Hipparcos parallaxes which are larger than
expected (Pinsonneault et al. 1998; Narayanan & Gould
1999). In addition, there is a statistical correlation caused
by the imperfect distribution of data points over the el-
lipse described by the parallactic motion. In particular,
for a star on the ecliptic, equal numbers of measurements
should be obtained on both sides of the Sun. This was
not fulfilled for Hipparcos, and caused correlations (p7)
between right ascension and parallax (ESA 1997, vol. 1,
p- 325). Pinsonneault et al. (1998) questioned if this type
dfgorrelation would have an effect on the parallax val-
ues. But from the extensive test by Robichon et al. (1999)
of this issue it must be concluded that the correlations
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p~ do not introduce significant errors in the Hipparcos
parallaxes.

What if the whole controversy, about the Pleiades dis-
tance modulus, is caused by a real effect? What will the
effects on the MS fitting and Hipparcos results be, if the
cluster is non-spherical (sphericity has until now been im-
plicitly assumed)? The angular size of the Pleiades clus-
ter can be approximated by the size of the region cov-
ered by the member stars used in the investigation of e.g.
Narayanan & Gould (1999). This gives a radius of ~6°
which, at a distance of 130 pc, corresponds to a radius
of ~14 pc. A typical real difference in the cluster member
distances would then be around 14 pc which corresponds
to a 1 mas difference in the parallax. There is no rea-
son why non-sphericity of the Pleiades should not be the
case. There is plenty of evidence that open clusters can be
non-spherical e.g. NGC 2264 (the Cone Nebulae), and ac-
tually Raboud & Mermilliod (1998) have shown that the
distribution of the Pleiades stars projected on the sky is
elliptical with an ellipticity of 0.17. It could be that the
cluster has a more oblong shape in the direction of the
line of sight say with a length that is twice the projected
diameter. One could then imagine the following scenario:
the first born bright stars (O and B-type) forms in one
part of the gas cloud, and they start to blow the gas cloud
in one initial direction, and therefore these stars will end
up at one end of this deformed shape (as observed in the
NGC 2264 case), and the fainter stars (F and G-type) will
form a “tail” (as an overall trend). So if we see this shape
head-on there will be a trend that the brightest B-type
stars are closer to us, and the later classes are further
away. Because the calculation of the Hipparcos mean par-
allax gives the largest weight to the brighter stars, the
result will be a slightly shorter distance than the actual
mean cluster distance (Pinsonneault et al. 1998, Fig. 20).
On the other hand, the MS fitting method relies mostly
on the fainter stars (A to G-type), which are farther away.
These stars are located in the color-magnitude diagram,
where the slope of the ZAMS is less steep, and therefore
they give the smallest errors in the distance estimates
(additionally for many clusters the hotter stars are also
evolved away from the ZAMS). So this means that the
distance found from MS fitting will be larger than found
from Hipparcos parallaxes, and possibly closer to the ac-
tual mean cluster distance. Such oblong shape of the clus-
ter, could indicate a kinematic history that does not follow
the usual assumptions, which also explains why Robichon
et al. (1999) find unusual features in the kinematics of the
Pleiades. The consequence of this is that the assumptions
used by Narayanan & Gould (1999) does not hold. One
could argue that if the Pleiades have such non-spherical
shape, it would be expected that some fainter stars (which
have larger distances) were present near the center of the
cluster in e.g. Fig. 20 of Pinsonneault et al. (1998). But if
there is a dark cloud just behind the bright stars as in the
NGC 2264 case, none of these stars will be observggg

The idea of a deformed Pleiades cluster is a tempt-
ing answer to the Pleiades problem, because it includes
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most of the evidence presented in this discussion. What
is described above, as a possible non-spherical Pleiades
cluster, shall be viewed as an illustration or example of
the possible effects on the distance determination, due to
a deformed and non-symmetrical cluster. Though there
are studies of the velocity dispersion among Pleiades clus-
ter members (van Leeuwen 1994) and mass segregation
(Raboud & Mermilliod 1998) suggesting that the Pleiades
is a bound and quite relaxed system, it could be very inter-
esting to investigate the possibility of a non-symmetrical
cluster by e.g. extensive kinematic analysis of the Pleiades.
Furthermore, future astrometric space programs will be
capable of determining the distances to the individual
Pleiades stars with an improved accuracy of 2 to 3 orders
of magnitude, compared with Hipparcos. These measure-
ments will provide a very good three-dimensional picture
of the Pleiades cluster.
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